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1 Policy and Program Evaluation — General ConcernCausality,
Counterfactual State and Non-Experimental Studies

Policy evaluation - The range of causal questions

“The most challenging empirical questions in ecomsmninvolve "what if" statements about
counterfactual outcomes. Classic examples of "whatuestions in labour market research
concern the effects of career decisions like cellajendance, union membership, and military
service.

Interest in these questions is motivated by imntedialicy concerns, theoretical considerations,
and problems facing individual decision makers. &ample, policy makers would like to know
[whether a labour market program will reduce unayplent] whether military cutbacks will
reduce the earnings of minority men who have tiaabily seen military service as a major
career opportunity. Additionally, many new high schgraduates would like to know what the
consequences of serving in the military are likelype for them. Finally, the theory of on the job
training generates predictions about the relatignbletween time spent serving in the military
and civilian earnings.

Counterfactual states and potential outcomes

Regardless of the motivation for studying the efexf career decisiontie causal relationships
at the heart of these questions involve comparisoihgounterfactual states of the world.
Someone - the government, an individual decisiokanar an academic economist - would like
to know what outcomes would have been observedsdriable were manipulated or changed in
some way.

Lewis's (1986) study of the effects of union waffeats gives a concise description of this type
of inference problem (p. 2): "At any given date a&d of working conditions, there is for each
worker a pair of wage figures, one for unionizedtiss and the other for non-union status”.
Differences in these twpotential outcomedefine the causal effects of interest in Lewissky
which uses regression to estimate the average gaebén them (See also Rubin (1974, 1977)
and Holland (1986) for formal discussions of coufaigtual outcomes in causal research). ...

Randomized experiments and non-experimental, obseational studies
Even if ambiguities in the definition of counterfaal states can be resolved, it is gifficult to
learn about differences in counterfactual outcorhesause the outcome of one scenario is all
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that is ever observed for any one unit of obseovete.g., a person, state, or firm). Given this
basic difficulty, how do researchers learn abouinterfactual states of the world in practice? In
many fields, and especially in medical research, grevailing view is that the best evidence
about counterfactuals is generated by randomizids tbecause randomization ensures that
outcomes in the control group really do capturecinenterfactual for a treatment group. ...

Unfortunately, economists rarely have the oppotjuto randomize variables like educational
attainment, immigration, or minimum wages. Empiricasearchers must therefore rely on
observational studies that typically fail to gerterthe same force of evidence as a randomized
experiment.

But the object of an observational study, like apezimental study, can still be to make
comparisons that provide evidence about causalctsff®bservational studies attempt to
accomplish this by controlling for observable diffieces between comparison groups using
regression or matching techniques, using pre-postgarisons on the same units of observation
to reduce bias from unobserved differences, anddiyg instrumental variables as a source of
guasi-experimental variation.”

Angrist and Kriiger (1999, 1282-1284)

Some program/policy evaluation examples to illustthe wide range of applications:

* Do German Welfare-to-Work Programmes reduce welf@gendency and employment
(Huber, Lechner, Wunsch and Walter 2010)?

» Homogene und heterogene Teilnahmeeffekte des Hambwombilohnmodells: Ein
Verfahrensvergleich von Propensity-Score Matchimgl linearer Regression (Pfeiffer
2009)

 Human Capital Investment in Children: A Comparatiealysis of the Role of Parent-
Child Shared Time in Selected Countries (Osterhadkaiz and Zick 2012)

» Earnings and employment effects of off-the jobrtirag in East Germany after unification
(Lechner 1999)

* How does education effects income (Harmon and Wdl865)?

» Do gifts have an influence on recruiting donati¢falk 2007)?

» Does a voluntarily military service have impactslaer income (Angrist 1998)?

2 Alternative Approaches to Policy Evaluation

Under a general perspective the evaluation of afigypencompass three main steps (Caliendo
and Hujer 2006): First, an impact analysis on thdividual (Microeconomic Evaluation);
second, it should be examined if the impacts aigelanough and yield net social gains for the
society (Macroeconomic Evaluation); third, it shlbble examined if the best outcome that could
have been achieved for the money spent (Cost-Behedilysis). A broad overview of evaluation
in general with many policy evaluation examplegisvided by Rossi, Lipsey and Freeman
2004.

We focus on the microeconomic evaluation with itairmquestion if the outcome for an
individual is affected by a participation on a pramgme (e.g. a labour market program) or not.
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The outcome difference of the participant’s acsitiation compared to the outcome if he had
not participated is in the focus of interest.

The most popular policy evaluation methods in eiogirmicroeconomics are discussed by
Blundell and Costa Dias (2009). They distinguishcial experiments, natural experiments,
matching, instrumental variables, discontinuityigesand control functions (regression). The
first will be closest to “theory free” methods riglg on randomized assignment (treatment) rules.
The control function approach will be closest te #tructural econometric approach with direct
modelling the assignment rule to control for se@ttn observational (non-experimental) data.

Social experiments:Constructs a control (comparison) group as a ramiimsubset of the
eligible population. Most convincing method; prablef “randomized in” may don’t want to
participate; no placebo treatment possible.

Natural experiments: control group found by a “natural” experiment li&golicy program with
randomized selected regional grouping, or a cert@w starting by a certain date
(“Kundigungsschutzgesetz”) with new valid entitlartse

DID methods compare the difference in average behaviour bedack after the reform for the
eligible group with the before and after contrastd comparison group.

Discontinuity design methodscan also be classified as a natural experimenbbetwhere the
probability of enrollment into treatment changescdntinuously with some continuous variable.
Eligibility for a scholarship only if a certain paEntage of test scores are given; or job protection
law is taking effect after a certain number of enypkes in a firm.

Matching: Line-up comparison individuals according to suffiti observable factors to remove
systematic differences in the evaluation outcoméwvéen treated and nontreated. Find a
statistical twin ideally according to all charactécs; Different measures of similarity: nearest-
neighbour method, radius-matching etc. If there raemy observable factors for identification
then a sample has to be sufficient large to mestaésistical sibling in all its dimensions
(dimension problem). The treatment effect then migg evaluated as some aggregates of the
individual twin differences.

Instrumental variables (IV): standard econometric approach to endogeneityindtieiment is a
variable which serves as a substitute for the rireat in the outcome equation. The IV is a
determinant of the assignment rule but is not ¢ated to the outcome and other observable and
not observable variables in the outcome equatibe. [V estimator identifies the treatment effect
removed of all the biases that emanate from a moloraized control.

Control function method: It uses the full specification of the assignmené together with an
excluded “instrument” when included in the outcomegression equation controlling for
endogenous selection. The control function metsadirectly related to the Heckman selectivity
estimator.

The different approaches might be organized alssddgction on observables or selection on
unobservables, like
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Selection on observables
In the selection on observables case it is assuin@dll variable which have an influence on the
outcome variable as well as on the participatioa nfeasure are observable (unconfoundness or
conditional independence assumption). With therapsion that the potential outcomes as well
as the treatment variable are only dependent oeredisles then both are independent when
knowing the observables.

Matching

Regression respecting causality, control functi@thod

Selection on unobservables
Cross Section Comparison
Before and after
Differences-in Differences
Instrument variables
Regression discontinuity design
Panel analyses
Single evaluation methods will be discussed insthiessequent chapters.

3 Program Evaluation - The Framework
The framework of program evaluation will be disadsinder the basic topics

* Program Evaluation, Treatment and Potential Outsopme

» Causal Effect of a Treatment,

* The Fundamental Evaluation Problem,

» Treatment Effects and Their Measuring in Principle

» Observed Difference of Treated and Nontreated Iddals, Average Treatment Effect on
the Treated (ATT) and Selection Bias

* Why Random Assignment of an Experiment EliminatesSelection Bias

In section 4 then an overview of different appraf@iidentifying methods with their respective
treatment effects calculations is given.

3.1 Program Evaluation, Treatment and Potential Outomes

The central program evaluation question is: Howgdais the impact of a program to a certain
output, how large is the causal effect of a treatfme

Health example: Do hospitals make people healtthagrist and Pischke 2009)?

Potential outcomes

The cross-road situation, if one or the other wasnabody had gone, the ‘what if’ situation,
irrespective of whether he or she actually wentcasnected with potential outcomes of the
alternative paths.
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The answer to the question of the impact of a puogrof the effect of a treatment on an
outcomey, is addressed by: What might have happened to swnedo was treated by

something if that person had not been treated (eolactual situation), and vice versa (potential
outcome concept, Rubin 1974).

Thus and as Rubin 2004, p. 344 pointed out “Thecatiinferential idea ... is to view the
problem of causal inference as one of drawing &remce about the missing value”.

Health example: The answer to the question of setebn the health statugis addressed by:

What might have happened to someone who went tw#patal if that person had not gone, and
vice versa.

For an individual i, the potential outcome (RubBi4) (otential health statyds dependent on
the occurrence of an event (treatmem, =1, hospital treatment or no occurrence (no

occurrence D, =0, no hospital treatmeint

Observable and unobservable treatment situatioassammarized in Table 1 with actual
treatment ifD, =1 (and no treatmenb, =0 and with outcome after treatment iy respectively

before treatment by .

Table 1: Observable and Unobservable Treatment Siations

Participation Non-Participation
D =1 D =0
Outcome after treatment| observable unobservable
Vi (counterfactual)
Outcome before treatmenunobservable observable
Yo (counterfactual)

3.2 Causal Effect of a Treatment

What is the causal effect of a treatment, the diffee between after versus before a treatment,
the difference betweey, andy, ?
Health example: What is the difference betwggn the health status if he had not gone to the

hospital, andy,, if he goes.
The observed outcombdalth statusis a composed outcome of the before and afteatsan:

) D=1
yll If i

Observed outcomsg, :{
Yoi D=0
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Y=Y t(h—%)D or y=Dy+A-D)y
Thecausal effect of a treatmenthospitalizedl is the individual difference
Vi~ Yoo
it is the effect if we could go back in time andholgethat person’s treatment.

Concentrating on a single individual requires thate is no effect by the participation of another
individual (stable unit treatment value assumpti®TVA); any cross and general equilibrium
effects then are excluded.

3.3 The Fundamental Evaluation Problem

The same person i, however, cannot be in bothsstéte treatecand nontreated. Thus the
individual causal effect can never be observed. Whabservable is only that outcome which is
composed by the treatment effectXD) and the situation without treatment<£D).

As Caliendo and Hujer (2006) state: "The fundamiesaluation problem arises because we can
never observe both states (participation and noticgaation) for the same individual at the same
time, i.e. one of the states is counterfactual.r@foee finding an adequate control group and
solving the problem of selection bias is necessargake a comparison possible”.

Because observed as well as the potential outcomigoth situations can never be seen for any
one person i, the causal effect of a treatment hdsetanalysed by thaveragesof those who
were and were not treated. So, the average progféect of a group will be of central
importance.

3.4 Treatment Effects and Their Measuring in Princple

In an experimental setting as a social or natuxpegment, typically the only two quantities to
be estimated are the sample Average TreatmenttH#EE) or the population ATE. Both are
measured as a difference in averages of the treattdontreated.

In a nonexperimental setting several other ATEs aaamonly of interest: the ATE on the
treated (ATT), the ATE on the nontreated or conggaup (ATNT), the ATE for the whole
population and a variety of local ATEs (LATE) - &cto some range of values or some
subpopulation. One might construct at leaSt different ATE estimates in a sample of N
observations, restricting attention to two possivkEghts for each observation (Nichols 2007,
511).

The marginal treatment effect (MTE) in addition m@e@s the effect of an additional small
amount of a continuous treatment.
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3.5 Observed Difference of Treated and Nontreatechtividuals, Average
Treatment Effect on the Treated (ATT) and SelectiorBias

Two treatment effects are prominent in empiricaldsts: The population average treatment
effect (ATE) and the average treatment effect eftteated (ATT).

Thepopulation average treatment effect (ATE)s
ATE=HY)- H ¥)
which is the effect if individuals in the populatiavere randomly assigned for treatment.

Of special interest however is the group which ipgrdtes on a program. With focus on this
group and neglecting further influences on all otfmeglecting general equilibrium effects) the
‘treatment on the treated’ is of special interest discussed in the following.

The observed difference of the average outcomdbeotreated and the nontreated is formally
composed by

E(yID=D)-E(y|D=0)= E(y |D=1r- E(y |DP= ¥
E(Y, ID=1)-E(y |Q=0)

where the second and third term is added not chgrte equation. Now the average treatment
effect on the treated (ATT) plus the selection leseparated.

Average treatment effect on the treated (ATT)
The first right hand side term

ATT=HyY - %I D=D=Hy| D=1 Hy | P=1)

is the importantaverage causal effect of a treatment on those whaeatreated (ATT),
describing thedifference of the treatedE(y, | D =1)(hospitalizegl and what would have
happened to the same persons if not tre&ey), | D =1). ATT thus quantifies how large would

be the expected effect of the treated against wioald be expected if this group would not be
treated.

The observed average outcome difference of theéetteand untreatedE(y, -y, | D=1)) is

biased when selectivity into the treatment is gjwehen there is a selection bias (second right
hand side term).

Selection bias
The second right hand side term, the selection bias
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E(Yo | D =1)-E(y |D=0),

is the difference of the average outcome of thetneated (control group) when we would have
treated the nontreated compared to the averageratof the nontreated control group. It is the
difference in averagg, between those who and those who were not tre&tespitalizedl. The

selection bias arises because participants ancgaditipants are selected groups with different
outcomes even when the programme is absent.

The question is, when the self-selection bias efdfcision to be treatgtb go to the hospital)
will vanish, i.e., that the treated group then vdohlave the same structure (apart from the
treatment) as the control group who is not treétied not go to the hospitalThen a comparison
of both groups with the same structure would delikie desired causal effect.

Selectivity bias in other words: if certain chamigtics of the persons will influence both, the
participation on a program (to be treated) as a®lthe outputhalth statuy then the output of
both groups will be different regardless any treat Then the selectivity bias will forbid the
simple comparison of the average output indicatdh® participants and the non-participants.

Health example: Self-selection possibility in trespital situation: “Because the sick are more
likely than the healthy to seek treatment, those wire hospitalized have worse values of,
making selection bias negative in this examplejrist and Pischke 2009, 15

3.6  Why Random Assignment of an Experiment Eliminas the Selection
Bias

The random assignment of the treatmentakes Dindependent of potential outcomes. What is
the effect on the selection bias? The right hadd sif the observed differences between treated
and nontreated (see above)

E(y ID=1)-E(y|D=0)=E(y | D=1 E(y |D= 1y
E(YVu ID=1)-E(y |Q=0)

can be reduced back to
E(y; | D=1)-E(y |D=0)

Because of the independenceygf and D we can swagE(y, | D =1) for E(y, | D =0)and the
average treatment effeeith experimental datavill simplify further to

E(vi ID=1)-E(y |ID=0)=E(y [D=1¢ E(y [P=1
=E(y, - % D=1
= E(Y ~ Yo)
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The effect of randomization thus has eliminated sktection bias and the average treatment
effect can be measured by the average observaltees of the participants of a program
(treated) minus that of the non-participants (neestied).

The empirical problem to identify the treatment effect

Unfortunately, most economic data are non-experiaienith no random assignment of the
treatment. Therefore the selection bias might fibhio take just the average outcome
E(y, | D =0) of the non-participants, the simplest control owurmerfactual group, as an

estimate forE(y, | D = 1) of the control group of non available ‘otherwisemgarable’ persons.

The challenge with non-experimental, observatioia thus is to avoid the selection bias. There
are several program evaluation approaches to ddikkia before-after comparison, a difference-
in-difference estimator, a fixed effect approackaanatching approach by propensity scores.

4 Evaluating Treatment Effects by Different Methods

As shown, the selection bias is eliminated, whenadaquate control group is found whose

characteristics — despite the treatment — are airtol the treated. Then the characteristics which
influence the treatment and the output indicatausth not be different on average of the treated
as well as of the nontreated (no selectivity bidsid, as a solution to the empirical problem to

measure the causal effect, the observed outconeesdhn be used to determine the average
treatment effect.

We discuss in the following some evaluation methodgonstructing the adequate control group
using different identifying assumptions for the bgipetical population based on the observed
population. As mentioned, they might be dividednbgthods witrselection on observablekke
matching (exact or by balancing scores like thepensity scores) and regression, and with
selection on unobservabletoo (like before and after, difference-in-diffeces, instrumental
variables, regression discontinuity models and panayses).

4.1 General Matching Approaches

One possibility to find an adequate control growgpa matching procedure where each
participant in a program (treated) is assigned/h&tdo a control group person (nontreated) who
has the same characteristics X. If such pairs eitéd and untreated persons with similar
characteristics different only by treatment or nibien the difference of the averages of the
respective outcomes will measure the average tegdtaifect (ATT) without selection bias.

Matching requires the identifying assumption thlaé toutcome is independent of being a

participant or non-participant (D) condition on saoharacteristics, covariates X, which is called
unconfoundednesgwith M or [ for independence)

(Di |:l(in ! yli) I X)

Unconfoundednessimplies that there are no unobserved charactesistihich are correlated
with the treatment as well as with the potentidktome. In particular, the potential outcome after
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being treatedy,; is assumed to be independent of the participat@msion. This assumption is
also known aselection on observablesr asconditional independence assumptiofCIA).

A second assumption is also requir@derlap / Common support

0<Pr@, =1|X; = x)< 1forall x,

which means that for any value of x there are alageEms with and without a treatment.

Thenthe average treatment effect of the treated ATT*°" will be
ATT™"= E(y | X, D=1 E(y | X, P= 0

where the first term can be estimated from thetrmeat group and the second term form the
matched comparison group.

An exact matchingis given if indeed all covariateX are identical for the treated as well as for
the untreated. However, conditioning on all reléveovariates is restricted in case of a high
dimensional vectorX . If they are not exactly identical, then, basedsome balancing scores,
there are severather matching procedureswhich minimize a respective distance, e.g. nearest
neighbour matching, radius matching or kernel matghThe choice which one has to be chosen
is not trivial because there is a trade-off betwb&s and variance (see the overview by Smith
and Todd 2005).

4.2 Matching by Propensity Scores

The propensity score method adjusts for selectias taused by observed variables by balancing
treatment and comparison groups on a set of caeariahich are reduced to a single variable.
This method may be preferable to the general madcihnethod with its dimensionality problem,
and regression because it does not rely on a lihgational form to adjust for potential
confounding variables.

The propensity score method (PSM)Rosenbaum and Rubin 1985, Guo and Fraser 2010 for a
recent book about) uses matching to find the apmtep pairs by reducing the set of
characteristics X to a single variable, a one dsimral probability P(*1|X), where the
probability could be estimated by a Probit (or ltpgegression approach. Several mentioned
matching methods, like nearest neighbour, Calipadius or Kernel (Caliendo and Kopeinig
2008, Smith and Todd 2005), then bring togethemtlost similar treated and untreated persons,
which are represented by their propensity scores.

4.2.1 Propensity Score Approach — CIA, Common Suppband SUTVA

To meet the causal effects of a treatment by tlopgirsity score method several assumptions
must be hold: the Conditional Independence Assumpt{CIA), the Common Support
(overlapping) Condition and the Stable Unit-Treatiréalue Assumption (SUTVA).
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The Conditional Independence Assumption (CIA) states that the potential outcome is
statistical independent of the treatment assignmniéthe CIA holds, i.e. the selection process
into the program and control group is completelglaxed by the characteristics X (selection on
observables), then the outcome indicator of thetreated will be independent of the
participation statugy,, D | X). Given X then

E(Yy | D =1X)=E(y | D= 0,X,

Then the selection bias vanishes and the averéfgeetlice of the treated group can be compared
to the nontreated control group, the average caidfedt of the treatment then is found.

Rosenbaum and Rubin (1983a) now have shown tharu@th (unconfoundedness given by
(D, O(yy, Yi) I X)) the independence of potential outcomes and tesatindicators also holds

if matching is done by propensity scores (binargisien). The same propensity scores of the
treated and nontreated vipes out the selectivig lmroblem and thus equates to the random
approach.

“Hence, within subpopulations with the same valoe the propensity score, covariates are
independent of the treatment indicator and thusnoanead to biases (the same way in a
regression framework omitted variables that are armnelated with included covariates do not

introduce bias). Since under unconfoundedness iadels can be removed by adjusting for
differences in covariates, this means that withibpopulations homogenous in the propensity
score there are no biases in comparisons betweeated and control units.” Imbens and

Wooldridge (2008, pp 31).

Given the CIA, then the potential outcome is indef@nt of the participation assignment given
by P(D=1|X) and

E(Yo | D =1LP(0Q =1]X))= E(y D= 0,P(P= 1]|X)

and the average causal effect then is the differesfcthe average outcome of the treated
compared to the average observed outcome of theotgnoup, the nontreated

E(y; B =1LP(0=1|X)r E(y |P= 0,P(P= 1|X)F
E(y; B =LP(D=1|X))» E(y |P=LP(D= 1|X))
=E(y, - Y% D=1
= E(Yi ~ Yo)

Within an empirical application the problem is bodf such a vector X (selection on observables):
An expansive list of covariates in the propensigre matching method guards against broader
forms of omitted variable bias, the selection biA#though it is less likely to violate the
conditional independence assumption, a greater aumdbcovariates may narrow the range of
common support, i.e. may diminish the possibilityihd a control group person.
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Besides the weaker Conditional Mean IndependenseirAgtion (CMIA) by the condition on
P(D=1|X) two additional assumptions must hold to apiplg propensity score approach: the
Common Support Condition and the Stable Unit-TreainValue Assumption (SUTVA).

The Common Support (Overlap) Condition asks — for persons with identical characteristics
to have positive probabilities for a participantasl as for a member of the control group.

The Stable Unit-Treatment Value Assumption (SUTVA)requires that there is no spillover
effect, i.e. the outcome and the own participatbm@m person depends on the own participation
only and not on the treatment of the other persons.

4.2.2 Propensity Score Approach — Procedure

Once these assumptions are fulfilled then dkerage treatment effect of the treatedcan be
estimated by the propensity score approach ancefimedl by the difference of the average
outcome of the treated and the assigned nontredtezh have the same (or near) participation
probability:

Average treatment effect of the treated ATT>V
ATT™M=Hy | D=1, D=1| X)- Ey | P= 0, (D= 1] X),

where the propensity score is estimated by a logiprobit procedure. It is discussed if the
propensity score is specified just for estimatiomest fit or if it is driven by a respective
substantive theory.

Thus, after matching a treated individual with teetistical sibling” (control, with the same or
near propensity score as the treated individuaheeithe mean of the individual outcome
differences of the treated and the control groupgher difference of both means provide the
average treatment effect of the treated\TT "M .

Summarizing the propensity score method:

“The propensity score represents the predictedgtitity of participating in the treatment, based

on the observed and measured characteristics nsex iprediction equation. Each member of
the sample receives a propensity score, which nailige between zero and one, representing
either a low or high likelihood of receiving theatment. The probability of receiving treatment

is estimated as a function of the observed chaistits one wishes to balance between the
treatment and comparison group. Once the propessitye is calculated, a treatment group

member can be paired to a comparison group memehas a similar propensity score.

A key feature of the propensity score method ig tmatching is done only on observed

characteristics; unlike randomization, propensitgores cannot match on unobserved
characteristics. Propensity scores address thefioias unobserved characteristics by assuming
that all factors related to selecting into a treath{...] are observed and measured.

L ATT overlapping: 0< P(D, =1|X)< 1. See Caliendo (2006, 4, footnote 6 and Wooldr(@§©?2)
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If these factors are taken into account, then ¢amdid on these factors, an outcome is said to be
“‘ignorable” of treatment status (Rosenbaum and RU®83, 42). That is, an outcome is not
influenced by those same factors that also infladnsomeone to take up a treatment. This
assumption, which is variously known as “selectammn observables” (Heckman and Vytlacil
2001, 107), the *“unconfoundedness assumption” (fmb&004, 5), or the “conditional
independence assumption” (Black and Smith 2004),16Zritical to the validity of propensity
scores. If this assumption is violated and unolestreharacteristics influence both the use of
[the treatment and the outcome], the treatmentcamaparison groups may differ in unobserved
ways, and between-group differences may reflecsehzharacteristics rather than the treatment
(Bryson, Dorsett, and Purdon 2002).

... The treatment effect can be estimated only fercmmon support [to meet the counterfactual
person], the area of overlap between the properssityes (Imbens 2004; Smith and Todd
2005).” (Gibson-Davis and Foster 2006, 8)

4.2.3 Propensity Score Applications

» The outcome of coaching and training for self-Erpment. A statistical evaluation of
outside assistance support programs for unempldyesiness founders in Germany:
Oberschachtsiek, D. and P. Scioch (2015),

* Human Capital Investments in Children: A Comparmathnalysis of the Role of Parent-
Child Shared Time in Selected Countries: Osterbaldenz and Zick (2012)

* Do German Welfare-to-Work Programmes Reduce WelBagendency and Increase
Employment? Huber, Lechner, Walter and Wunsch 2010

» Teilnahmeeffekte des Hamburger Kombilohnmodellsifef 2009

» Evaluation of German Labour Market Program Effe@atiendo, Hujer and Thomsen
(2004)

* Food stamp effects on food insecurity: Gibson-Dawid Foster 2006

4.3 Classical Linear Regression Approach and Treatent Effect

We discuss regression and treatment first undesubstantive problem behind, then define the
average treatment effect under regression, disausgo step selectivity correction treatment

effects estimation and the panel data fixed effesggession to circumvent the selection bias and
provide regression applications.

4.3.1 Regression and Treatment — The Substantive ¢hlem Behind

A treatmentD might be specified as a dummy in the ClassicakamRegression context with
some explanatory variablgsand respecting an error tergn via

Y =Xp+Da+g

where the estimate af is the difference between the mean (expectationy, dor D, =1 (the
treatment group) and the meanyffor D, =0 (the control group, non-treated). If and onlyDf
is not correlated with the error term, thenwould be the average treatment (ATE). However,
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and this will be the topic of the next paragraphis, to be expected thdd, is correlated with the
error term; an OLS estimate then would result nies treatment effect estimation.

The selection on observables implicates that tlessital Linear Regression (CLR) assumption
E(¢| X ,0)=0, i.e. that the error term is uncorrelated with % s and the treatmerD, has

to be valid for unbiased estimates. In additioe, éffect of the treatmerd, and the variable
on y, has to be linear, additive separable and constaat all observations. If all of this holds,

then a counterfactual for an observation mightlo# by a linear combination of all observations
even if there is no observation of the respectmeosite treatment status (no common support).

However, if a treatment effect is specified simplya dummy in the outcome equation biased
results under the Classical Linear Regression gsisoms have to be expected because of
possible correlation with the error term and thecome itself.

A key assumption is that observable characteristieghe only reason why the treatment and the
error term are correlated (selection on observabilesonfoundedness, conditional independence
assumption (CIA)).

Take as an example the study: Human Capital Invegssrin Children: A Comparative Analysis
of the Role of Parent-Child Shared Time in Sele@edintries by Osterbacka, Merz and Zick
(2012). With their hypothesis: Parents spend mone for a specific leisure/cultural activity
when a child is present, the treatment in the limegression approach would be a child dummy

time spent in a certain leisure/cultural actiat{(X, child dummy.g).

The CLR assumption would be that X and the chilchohy are not correlated with the error term
€. However, if there would be a correlation, thanfaee anendogeneity problertsee Excursus
Endogeneity) and the model would be misspecifiethitted variable problem, selectivity
problem, unobserved heterogeneity) with biasedficerfts.

Is the presence of a child effect causal when nmredshly the coefficient of the child dummy
(treatment)?

Within such a ‘normal’ regression approach it ispditable, probably not: Due to self-selection
this effect might be spurious: Higher educated mwenien may select themselves (or are
selected) to have no children (influence on thattnent, child dummy). In addition higher
educated men/women might spend less time for arkeiactivity because of time intensive
working hours (influence on the outcome, time speran activity). If education is not included
in X (or in the case of neglected ability which(@sten) not measured at all) there is potential for
an omitted variable biagunobserved heterogeneity) with the consequencrisieading results
and downward (or upward) bias of the estimatedfmerfits.

The omitted variable bias is a bias arising fronohserved and uncontrolled differences in the
outcome potential between the treatment and n@tAent group. The omitted bias is the
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selection bias which is - like in the other caugadipproaches - of particular concern in the
causality analysis with the regression and treatrefacts approach.

4.3.2 Regression and Treatment Effects

There is a solution to handle the selection problEne mentioned abbreviatedntrol function
estimator, based on Heckman 1976, 1979) but extended, thikeselection rule explicit into
consideration and handles the endogeneit afD is correlated with the error term) problem

in the linear regression framework (Heckman, Latoadd Smith 1999, Blundell and Costas Dias
2009). A key assumption is that observable charatites are the only reason why the treatment
and the error term are correlated (selection orembbles, unconfoundedness, conditional
independence assumption (CIA)).

Let us first detect the selection problem withire tregression approach combined with the
potential outcome approach and its treatment effect

Regression and the selection problem

The observed outcome as in chapter 3.2 is
Y = Y5 *(% — ¥%) D respectively ;y= y+ D,y Y

with (y, — Y, ) as the causal effect of the treatment. Becauseegmgssion is formulated as
v =E[y]+(y-H )
Y =E[y]+& =u(X)+§ = XB +¢

with the error terme; as the difference between the expected (estimatddg and its observed
value, we can write the single regressions onrdaedy, and the non-treateyg,; as

Yu = (X)) +& = X B +é&,
Yo = Ho( X)) +Eq = X Byt &y

with g, (X;) as the expectation of; and the parametefs to be estimated j =0,1). If we
assume constant treatment effe¢ys — y, ) = a , effects which would be the same for everyone,
and impute the regression fg into the observed outcome equation we get

Y = Yo +D(% ~ %)
= (X)) +Da tEy-

The respective conditional equations far=1 and D, =0 are



Joachim Merz: Policy Evaluation in a Nutshell 18/41/

E( D =)= (X)+ta+EE |D=1)
E(y[D=0)=1(X) +EE |D=0).

The difference of both is thgeneral treatment effect (ATE) which as in chapter 3.2 is the
average outcome of the treated minus the averageroe of the non-treated

E(y ID=1)-E(y|R=0)
= (X)) ta+E(g | D =1)-4,(X )~ EE, | P=0)
= a + E(|D=1D)-EE|DQ=0)
treatment effect selection bias

The selection bias thus amounts to correlation éetwthe regression erra term and the
regressorD, . Equating the selection bias formulation as inptda3.2 to this result

E(& D =1)-EE |ID=0=E(y IP=1-E(y |IP=0
it will be obvious that “this correlation reflecthe difference in (no treatment) potential
outcomes between those who get treated and thos@onit” (Angrist and Pischke 2009, pp.22,
23) the hospitalized have poorer health outcomes imti#reatment staje
Regression and individual treatment effects
So far we combined the potential outcome approath vegression and showed that the
selection bias results in the correlation betwdentteatment and the error term in a regression
approach.

Let us now formulate the general regression approaithout initially assuming constant
treatment effects following Heckman, Lalonde andtBif1999).

The imputation of they,, and y, regressions in the observed outcome equationsyield

Y = Yo *0(% %)
= Ho(Xi) + & + DL(X) + &~ X) ~ &0l
= 1(X)) +D[(X) U X) +&, —E] + &,
= X6, + DX (B~ By) +&, — &l R

Theindividual treatment effectsis the expression t®. =1
TX)=Y%~ % = X(Bi=Bo)t&,— &y

Thus the individual treatment effects are a mixtirexplanatory variables and the error terms,
which is not a standard regression problem.
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Different assumptions about the single componeitiseocoefficient toD, will result in different
regression models.

Regression and the average treatment effect with hmogeneous treatments

For randomly picking a person witX and moving that person from a non-treated to a@teck
situation the average treatment effect (Heckmalgride and Smith (1999, p.21) is

E( Yi ™ Yo | X)
with the observed outcome regression (as aboveshutanged)

Yi = Ho(X) + D[ X) U X) +& €] +&,
=H(X)  +DI(X) S X)] H & + D& — &
= (X)) +DIE(%~ Wl Heg + D& —€))]
= X6 +DIX(B =B He + D& €.

If the parameterg3, and 5, are different only in the constant witX, (8, - 5,) =a then we get
the regression

Yi= X6+ Da+[g + D& —€)]

which is a nonstandard regression because theterrorswitches off and on wit®, and has no

zero mean. The selection problem, which arises ftloencorrelation between the explanatory
variable D, and the remaining error term, again will be obsgidu such a regression there would

be a homogeneousnstant treatment effect which would be the same for all observations.

If the unobservables are common across the twesste¢ have &, —&;) =0 and the treatment
effect is

T(Xi) =%~ % :/'{1( >|()_,uo( >|<): >|<(181_130)1
which now is only a function of observables.

If as above is assumed that the difference betye&mntial outcomes is a constgat) then we
get a familiar looking dummy variable regressiondelovith homogenous treatment effects a

y=XpB+Da+g whereEg )=

which is on the focus of conventional econometn@leation literature with focus on a
homogeneous treatment effecor more rarely on a heterogeneous treatment eegs, — 5,)

(Heckman, Lalonde and Smith 1999, p. 23).
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However, the assumptio; =&; and thenE(g) =0 no longer holds when sample selection
appears requiring more than traditional econonmetric

Regression and the average treatment effect on theeated

So far we analyzed the general treatment effeciv,Nloe average treatment effect on the treated
is discussed, which again measures the gain ofrgmo@articipants compared to that what they
would have experienced in the non-treated state

E(yjj_yo | X’D:]-)-

This expectation of the above coefficientDp is theaverage treatment effect of the treated
(ATT REC)

ATT=Hy - % | X, P=1)
=E[X(B-B) te;—& | X, D=1]
=X (B-B)+E(E —&, | X, D=1)

Putting this into the abovg observed outcome equation

Y = X5 +RIX(B-LIlH &+ D(& —£0)]

without changing the equation (that is why the selcierm of the average treatment effect on the
treatedE(g;, — &, | X , D =will be subtracted) yields

=XiB *+DIX(B-B)+He —&,| X, D=1)]
+e;+D (& —&) —E(e, —& | X, D=1

=XiB *+DIX(B-B)+He —&,| X, D=1)]
+H{e, +D(& —&) —He —&| X, D =D)]}

Again, this is a nonstandard regression problemchkvhcombines structural parameters
X.(B,- B,) with the means of unobservables where parts oetha term switches on or off
with D.. ATT™*®= K y - y | X, D=1) “measures the average gain in the outcome foopers

who choose to participate in a program compareghat they would have experienced in the

base state. It computes the average gain in tefinstlb observables and unobservables. It is the
latter that makes the parameter look non-standdt#@ckman, Lalonde and Smith (1999, p.

1887).

The coefficient to D, now varies and is no further constant for the téea We have
heterogeneous treatment effects which are different for different treated groups.

Heckman, Lalonde and Smith 1999, pp. 24) furthecubs different regressions when different
assumptions for the error and the structural parersi@re made.
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4.3.3 Two Step Selectivity Bias Correction Treatnd Effects Estimation

The selection bias problem (non-random samplingiragccurs ifE(¢| X, D)# 0, if there is
correlation of D with the error terme&. In this case the required identifying assumption
unconfoundednesse(, &, O X, D, =1, independence between the error terms Hrahd D, ) is

injured.

Based on the two steps but extended Heckman (1197®) procedure to account for selectivity
an unbiased OLS estimation in the outcome equasigrossible. In the first step the treatment
(participation in a program) as a latent varialpgpraach is estimated with all observations by a
probit approach. This step delivers selection mi@tion which by an additional selectivity
correction variable (Hazard rate, Mills’ ratio)rsspected when the outcome is estimated by OLS
of the participants only.

The “classical” sample selection Heckman (1976, 197%dal respects the interdependence of

the selection equation (and thus the interdeperdehthe treatment and the outcome) by a joint
normal distribution of the error terms. In this nedhe treatment cannot be estimated directly in

the outcome equation simply because there are toefyfed observations (alD, =1 for this
subsample) in the estimation of the outcome equatioche second step.

The treatment selectivity bias correction modebwever, estimates the effect of an endogenous
binary treatment on a continuous, fully observettome variable.

“Classical” sample selection model (Heckman 1976919)

Step 1: Treatment (participation) from an unobservel latent variable D’

D' =Zy+v, (Z independentof the error term)
D, =1if D, >0,D, =0 otherwise

with explanatory variableg, (at least one variable has to be differenitg estimated by
a probit regression. (participants and non-paidicip).

Step 2: Outcome from a selectivity correction OLS &imation of participants only
Rewriting the outcome equation= X, B+ ¢ yields
y=XB+Hg[X,D,Z)+[§ - HE | X, D, Z)]
Y=XB+EE|X.D,2)+¢

Assuming(e,v) is distributed joint normal the selectivity corred outcome equation is
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Y = XB+A(0,10,)+¢

where ¢ is independent and normally distributed ahd= (~Z y) [[L- ®(=Z y)] is the
additional selectivity correction variable. Theiestted OLS coefficient of(o,, /o,)

based on the participants onthen informs about the selectivity significance.eTh

appropriate asymptotic covariance matrix of thénested coefficients ensures unbiased
estimators.
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Treatment selectivity bias correction model

Following Maddala (1983, pp. 120-122) and Greef®®82p. 180) the treatment effect, however,
can be estimated from the selectivity corrected@ue equation based on an endogenous binary
treatmentD, in a two steps procedure widll observations in the second step:

Step 1: Treatment (participation) from an unobservel latent variable D* (again)

D' =Zy+v, (Z independentof the error term)
D, =1if D, >0,D, =0 otherwise

with explanatory variableg, (at least one variable has to be differenitg.

The probit estimates defines the selectivity adios, the so called hazahg which is
computed by

1 :{cﬂ(zif/)/q’(l 12 D :1}
- Az A-9(Zy) Q=0

where @ is the standard normal density (pdf) abdhe standard normal cumulative
distribution function (cdf).

Step 2: Outcome from a selectivity correction OLS ®imation with treatment dummy for
all (participants and (!) non-participants)

Rewriting the outcome equation of the treatmentehgg= X S+ Da + & yields

Y= XB+Da+Eg| X, D, 2)+s
y=XB+Da+A(po)+g

whereg andv are bivariate normal with mean zero and covariana#ix

2
cov(g,v):{a '00}
po 1

with p as the correlation coefficient between the eeams.

The two steps parameter estimag@sand a thus are obtained by the augmented equation with

the hazard ratd;. The estimated OLS coefficient ¢foo) then informs about the selectivity

significance. Note, the second step is now basedlbobservations, participants and non-
participants.



Joachim Merz: Policy Evaluation in a Nutshell 24/41/

If the correlation coefficienp is zero then the problem reduces to one estim@abl@LS which
delivers the ATTE® as simplya . If there is correlation, then the Classical LinE&gression
OLS overestimates the treatment effect

An appropriate asymptotic covariance matrix of #stimated coefficients then ensures the
unbiased estimators (see Greene 2008, p. 180)thAllselection models are provided by the
program packages LIMDEP (Econometric Software k898, p. 716) and Stata (witreatreg
methods and formula).

A comparable method, a 2SLS instrumental variapfr@ach, is discussed in section 4.7.

4.3.4 Fixed Effects Regression and Treatment Effec

If panel data (with repeated observations of theesandividuals) are available, the regression
selectivity problem can be solved by a fixed e8emstgression estimation. In a fixed effects

regression approach it is assumed that the unaibeffect,d , is a parameter to be estimated
for each observation out of all time periodst. Thus, 8 is the intercept for observation

(person, firm etc.) that is to be estimated aloritty whe S for the individual characteristics,
and a again as the average treatment efédéct

V=@ +XB+Da+g ,  t=12,.T.

A fixed effects estimation is possible by “bruterde’: generating dummies for each time
invariant but different individual. Each dummy \absle coefficient then would account for
unobserved heterogeneity (dummy variable regressfamther approach, first differencing, or
de-meaning, uses a transformation to remove thésameed effectd prior to estimation by

averaging the above equation over time:
glit =6+ Xi:13+ Iju a+‘5‘i_

If we subtract the mean equation from the equatibh all time periods (within transformation)
yit_g/it:‘su’_éi'l'(Xt_Xt)lﬁ"'([i?_I:i_?)a+‘$t_“f: (‘?:‘9_')

we finally achieve
y,= X, B+Da+te , t=1,2,...T.

The estimated effectr can be interpreted as the effect ofvahin-observation change in
treatment. We get the time de-meaned data¥yrX and & which allows pooled OLS estimation

of the regression coefficients with unbiased coedfits.
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Though the unobserved effects have disappearde ipdoled de-meaned estimation, unobserved
heterogeneity nevertheless is respected by thati@riover time of the de-meaned data. Note,

any time constant explanatory variable (like gepdto are removed along with.

The fixed effects approach controls for all obsaoraspecific factors — whether observable or
unobservable — that are constant over time. Alletinvariant observation-level factors as a
source of omitted variable bias (selection biag)raled out even though we may not ever be able
to observe or measure them. Each unit serves aswts control group. The identifying
assumption is that the counterfactual trend inttneat and control group is the same (no time-
varying omitted variables).

One of the desirable features of the fixed effeqigroach is that it allows for the observation-
specific effect to be correlated with th¥s. Thus it explicitly accounts for one form of
endogeneity, that resulting from time-invariant tied variables.

An alternative approach is to use a random-effewidel. However, the random effects model
assumes that the unit-specific effect is uncoreélatith the Xs; it requires assuming no omitted
bias variables. Thus from a causal inference petsjgethe random effects model is not
particularly useful (Berry 2011).

To sum up: When individual heterogeneity is accedntor by the fixed effects regression

approach, then unobserved individual heterogerdiys not cause an omitted variable bias
problem, which means, it does not cause a selgctproblem anymore. Further information

about fixed and random effects panel estimatessisudsed e.g. in Wooldridge (2009, chapter
14).

4.3.5 Regression and Treatment Effects Applications

Example 1: OLS estimation
Homogene und heterogene Teilnahmeeffekte des Hamlgar Kombilohnmodells:

Pfeifer, Chr. (2009), Homogene und heterogene @&bilreeffekte des Hamburger
Kombilohnmodells: Ein Verfahrensvergleich von Pnogiey Score Matching und linearer
Regression, in: Wirtschafts- und SozialstatistiscAechiv, 3, 41-65.

The author compares in this study a propensityesapproach to a regression approach to detect
treatment effects of the Hamburg “Kombilohn”- madel

He is estimating homogeneous and heterogeneoumaeteffects with the regression approach
by OLS estimation under the specific assumptiort @ik possible differences between the
characteristics of the treated and non-treatedavaured by the respected observables.

The substantive results: “Die so ermittelten Tdilmaeffekte [propensity score matching and
linear regression] variieren nur geringfiigig zwiselden beiden Evaluierungsmethoden. Jedoch
ist die Ermittlung und Interpretation von heterogen Teilnahmeeffekten mit linearen
Regressionen einfacher als mit Matching Methodersgdsamt zeigen sich stark positive
Teilnahmeeffekte, die bei Problemgruppen am Arb&rkt hoher ausfallen. Daher scheint das
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Hamburger Kombilohnmodell neben allgemein positivinkungen auch zielgruppenorientiert
zu sein“ (Pfeifer 2009, S. 41).

Example 2: Two step regression treatment:
Timing and Fragmentation of Daily Working Hours Arr angements and Income Inequality
— An Earnings Treatment Effects Approach with German Time Use Diary Data

Merz, J., Bohm, P. and D. Burgert (2009), Timingl &ragmentation of Daily Working Hours
Arrangements and Income Inequality — An Earningsaiment Effects Approach with German
Time Use Diary Data, in: electronic Internationalithal of Time Use Research, 6/2, 200-239.

The authors analyzed different daily working hoamsangements according to fragmentation and
the timing of work as the treatment.

With a bivariate probit selection equation theusfice, the treatment effect, being in such a daily
working hours situation, on the earnings is estadatia a bivariate probit model for the selection

incorporated then in the outcome equation, theviddal earnings. The method is the above

discussed treatment selectivity bias correctionehod

Note: The bivariate probit estimation here allowspecify the treatment and its effect within the
outcome equation.

The substantive result: there are significant ineaffects according to the treatment, which is
the different daily working hours arrangement.

4.4  Cross Section Comparison

Whereas the propensity score and the regressiorelmegmproach are rather complex, the
following methods rely more directly on the obsehdata. Within the cross section comparison
the non-participants simply are used as the compargroup to the participants. The expected
outcome value of the non-participants is takenhas dontrafactual situation for the outcome
measure of the participants as non-participants. idiantifying assumption behind assumes that
the participant’s average outcome would have beeeldped similar as of the non-participants if
the participants had not been treated.

Figure 1 illustrates the cross section evaluatiagh \WA- B) as the treatment effect.

The general average treatment effect on the tréAfEd)

ATT=HyY - %I D=D=Hy| D=1 Hy | P=1)
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Figure 1: Cross Section Evaluation
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thenresults in theaverage treatment effect of the treated under cr@ssection comparison
ATT*to

ATT*=Hy | D=1)- Ky | D=0).
The identifying assumption
E(Yo | X, D=1)=E(y | X, D= 0

would be problematic if the participants based omwhservable characteristics (motivation,
cognitive abilities) would select themselves systeoally into one of the two groups (selectivity
bias).

45 Before and After

In the before-after approach the participants ammpared by themselves where the outcome
before treatment (at time t’) is compared to thizome after treatment (at time t).

Figure 2 illustrates the before and after evaluaiwth (A— B) as the treatment effect.
Theaverage treatment effect of the treated under beferand after comparison ATT?then is
ATT=E(y, | X, D=1~ Ky, | X D=1,
The identifying assumption
E(Yo, | X, D =1= E(y, | X, D=1)

requires no change of the participants behaviduaton besides the effect of the treatment.
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Figure 2: Before and After Evaluation
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The before-after treatment effect, which needs tiwe period observations, before and after a
treatment, might be inconsistent if in the meantimere are business cycle changes or other
changes in the behaviour of the participants therase like if the participants are already
influenced by the expected treatment (“Ashenfedtdip”; see Figure 3).

Ashenfelter (1978, p. 55) in his study on effedtgaining programs on earnings observed, that
“all of the trainee groups suffered unpredictechedys declines in the year prior to training. ...
This suggests that simple before and after compasgisf trainees earnings may be seriously
misleading evidence on the effect of training omiggys ...”. Neglecting this decline in earnings
therefore leads to an overestimation of the joiming effect.

In the program effects literature such a declinarobutcome measure just prior to a program

start— whatever reason is behind - since thenasvkras Ashenfelter’s dip and subsequent
research finds this regularity (Ashenfelter anddCEg85).

Figure 3: Ashenfelter Dip
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4.6 Differences-in-Differences

The differences-in differences (DiD) estimator isextension of the before-after approach and a
combination of the cross-section and before-aftengarison: The non-participants (as in the

cross-section approach) are the control group efptrticipants, and the change of the outcome
variable between t" and t between both groups amepared (as in the before-after comparison).
With required longitudinal data the changes in daécome for participants are contrasted with

the corresponding changes for the non-treated iohais.

Thus, the DIiD estimator is defined as the diffeeeint average outcome in the treated group
before and after treatmentinusthe difference in average outcome in the controug before
and after treatment; it is a difference of diffezes.

Figures 4a,b illustrates thetreatment effect as (A-B)-(C- D) respectively as
(A-C)-(B-D.

Figure 4a: Diff-in-Diff Evaluation
}_

&

B :
Teilnehmer  mee—————
: : l A, =(A~B)-(C-D
Nicht-Teilnchmer = s e oo L il )

D : bzw.
- : A=a-0-®-D

: : - » Zeil
it { (
Source: Bauer, Fertig and Schmidt 2009, p. 163
The outcome difference between participants andpaoticipants before the treatmer@ { D,

in t') is compared to the outcome difference betwbeth groups after the treatmemt{C, in
t). The difference of both differences then isEhB average treatment effect:

ATT® =(A-Q-(B- D=(A B-(C D.

ATT® takes into account pre-existing differences betntesatment and control group and a
general time trend.

Theaverage treatment effect by differences-in-differeces ATT"® then is
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ATT?® =[H ¥, | X D=D)- Hy, | X b=1)]
~[E(Yoi | X, B =0)= E(%,.| X, D=0)] (A B-(C D

=El(Yar = Yar | D=0~ (Y% = % - B=0)]
=E(Yy; = Yor | D=1~ E(¥%, — %1 B=0).

The identifying assumption
E(y;, | X, D=1~ E(y, | X,D=1)
=BV~ Yo [ X D=0~ E(¥, — %, -] X, B=0)

respectively

E[(Vo; = Yau | B=D)= (¥, = %1 D=0)]=0

postulates that the outcome of the participantschaaged in the same way as the outcome of the
non-participants if the participants had not beeated (over time permanent same difference
between treated and non-treated). Differencing difierences between participants and non-

participants then eliminates the time-invarianeéin selection bias. This would be best achieved
if a randomized situation, a natural experimennstibutes the treatment process.

The key assumption for any DiD strategy is that ¢tliécome in treatment and control group
would follow the same trend in the absence of thatment. This identifying assumption will be
distorted if business cycle or other developmentsild differently influence the outcome of
participants and non-participants in the coursémé. Also the Ashenfelter Dip problem could
yield wrong results.

Diff-in-Diff and Regression
Another approach to quantify the Diff-in-Diff ap@ch is regression. A regression approach
provides the ATTPP with an estimated regression coefficient in thdlofeing outcome
specification

Yo =Bt BT+ B, D+B(T* D)+ Xyt4
where T. =0 characterizes the before affl=1 the after situation,D, =1 if in a program
(difference between the treatment and control gnogr to a policy change) an®. =0 if not
and (T * D) as the interaction ternT( multiplied by D, is the dummy for those observed in the
treatment group in the second period) whose coeffiics, is the estimated Diff-in-Diff average
treatment effect (Villa 2012); agaiX; are individual characteristics aryda vector of estimated
parameters using the data pooled over both yeany. By is the estimated Diff-in-Diff average
treatment effect is illustrated in the following.

Meaning of estimated coefficients:
B, outcome of control group at T=0



Joachim Merz: Policy Evaluation in a Nutshell 31/41/

B, + B, outcome of control group at T=1
B, difference between treatment and control gratip=0
B, + B, outcome of treatment group at T=0

B+ B+ B, + B outcome of treatment group at T=1
B, ATTPP average treatment effect

B, can be interpreted as a causal effect if the obsiens (persons or firms etc) cannot select (1)

into or out of the treatment group and also (2) int or out of the treatment period, and (3) if
both, treatment and control group would have fatieel same trend in the absence of the

treatment.

Figure 4b and Table 2 illustrate the DiD differemgprocedure and regression.
Figure 4b: Diff-in-Diff Evaluation and Regression

A: By + B+ B+ B

ATEP® = diff 2 —diff 1= £,
ﬁ() + ﬂl +ﬁl
B:f,+p,  _ ®
(diff 1| P s I C: B+,
D: g,
t t

Source: Gong 2009 and own illustration

(B-D) diff1:(5+5,)~(B,) =5,
(A_C) diff2:(:80+:81+:32+:83)_(:80+:81):182+:B:

ATT"® =DiD = (A~-C)~(B - D) = diff 2-diff 1= (8, + B,)~ (8,)= 3,

Table 2: Diff-in-Diff Evaluation Before and After

ATTPP before after after-before

treated B:S,+p, A: B+ B+ B,+ P, (A-B) =B+ 4,

untreated | D: g, C:B+4 (C-D) =5

differences (B—D) diff1=f8, (A-C) diff2=4,+4, | (A—C)—(B-D)=diff 1—diff 2= 3,

DiD: ATT or ATE?
The question arises if the DIiD estimates in thexddad model corresponds to the average

treatment effect of the treated ATT or to the mgemeral population average treatment effect
ATE.
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Regard again the DiD regression
Ve =Bt BT+ B, D+ B,(T* D)+ Xy+4
The expected outcome without treatment is

E(in,T) =B+ BT+, 0

with D, measuring just the difference between the comtrmlip and the treatment group before

treatment.
The expected outcome in the presence of the intéoreis

E(Vur)= E(W)+B:(T* D

neglecting the socio-economi, influences for the ease of exposure.

The average treatment of the treated ATT is theeetel difference iny, ; -y, ; for those who
are treated in time 1, i.e. witlb, =1 and T, =1. Putting D, =1 and T, =1 in the above
expectation equations then we get
ATT?® = H y; - ¥%; | D=1,T=1)

= E(yli,T)l D=1T=1)- E()ﬁ,T )ID=1T=1

= E(in,T)"':Bs(T)i *0) - K yoT)

=L(T* D) T=LDh~=1

= ﬂ?’_

Thus, thestandard DiD delivers theaverage treatment effect of the treated ATPP.

Diff-in-Diff and Panel Regression
A simple panel regression model with two time pasi@and a treatment indicat@x,, which is

it
unity if unit i participates in a program at tinbgis

Ve =0+ BT BT Q)+ Xy+g.
where J is an unobserved effecl, =1 if t=2 and zero otherwise, ang, an idiosyncratic
error or time-varying errér The treatment effect is the coefficiefi].

An estimation procedure is to first difference éoove the time invariant individual effeafs

Yo =Y = BTo=T)+Ba(T D= T PhH X Xhy+é ;¢

or

2 An idiosyncatic error or time-vaying error repretseunobserved factors that change over time dedtaf;
(Wooldridge 2009, 456).
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By, = B+ BAD +DX y+As
If the change in the treatment is not correlatedhwhe change of the error term, i.e.

E(ADAg ) =0, then OLS applied is consistent (Imbens and Waader2007, 8). Wherb, =0
for all i then no units are exposed to the program in titi@liperiod. With

Ay| treated = 151 + :83Di + AXiy-'-A‘s.i
Ay| ,control = IB]. + AXiV"‘ Ag, )

then the OLS estimator of tla@erage treatment effecis
183 = A gli ,treated_ A g/i, control

which is adifference-in-difference estimate except that the means of the same utstone
are differented.

Thus, in case opanel data £, from the pooled regression approach is substitiigdan
individual specific effectd resulting to the above panel outcome DiD regr@ssio

Ye =q+tBT +B(T* Q)+ Xytg
again with 3, as the average treatment effect RPE B; can be interpreted as a causal effect if

the observations cannot select into or out neibfiehe treatment group nor the treatment period
and that both treatment and control group wouldehaxperienced the same trends in the absence
of treatment. Note, as with fixed effects paneineation J is cancelled out after de-meaning of

the variables.

General DiD requirements: the exogeneous treatatetite best should be a natural experiment
to ensure randomness. Two cross sections (befdraftar) are needed. Sometimes with the help
of individual age variables the before and afténadion can be constructed out of one cross
section only (Valente 2013). Differencing over d¢irand groups eliminates a common trend and
unobserved heterogeneity. As in the before andr agproach, if some business cycle

developments (trends) have different influences tba treated and untreated, or some
developments are already expected at t’, thengiglts are no more consistent.

Examples DiD

David Card (1990),The impact of the Mariel Boatlift on the Miami labor market, in:
Industrial and Labor Relations Review, 43/2, 242-25

The question there is how the labour markets dotreg immigration shocks. The case: the
immigration from Cuba to Miami (USA) of about 126Mcubans; comparison of four cities with
a similar economic development and a similar pdpastructure. The result: the treatment, the
immigration, had almost no effect. There is almustinfluence on wages and labour supply of
non-cuban lower skilled workers.
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Card, D. and A.B. Krueger (1994Ylinimum Wages and Employment: A Case Study of the
Fast-Food Industry in New Jersey and Pennsylvanjan: The American Economic Review,
Vol 84, No 4,772-793.

“On April 1, 1992, New Jersey's minimum wage raeenf$4.25 to $5.05 per hour. To evaluate the impéct
the law we surveyed 410 fast-food restaurants iw Nersey and eastern Pennsylvania before and #fter
rise. Comparisons of employment growth at storddéw Jersey and Pennsylvania (where the minimune wag
was constant) provide simple estimates of the teffdécthe higher minimum wage. We also compare
employment changes at stores in New Jersey that iwitially paying high wages (above $5) to the rafes at
lower-wage stores. We find no indication that tkse rin the minimum wage reduced employment. &),
523)"

Braakmann, N. and J. Wagner (20133por market adjustments after a long import shock
Evidence from the German clothing industry and theWTO Agreement on Textiles and
Clothing, in: Hirschel, D., Paic, P. and M. Zwick (Eds.), Batin der wirtschaftswissenschaftli-
chen Forschung, Festschrift zum 65. GeburtstagRmaf. Dr. Joachim Merz, SpringerGabler,
Wiesbaden.

In this paper the consequences of a large impartksthat hit the German clothing industry in
2002 and 2005. Using social security data on bwghirtdividual and the firm level and workers
and firms from an unaffected, but similar indusisy/the control group, they showed that, despite
a high level of firm mortality, individual employme prospects were harmed to a much lesser
extent. Their method is a difference-in-differepaamel data regression approach.

4.7 Instrumental Variables

The instrumental variable (IV) approach in regressanalyses deals with the endogeneity
problem of explanatory variables and is relatedthe omitted variable problem and its
consequences for the selection bias.

As discussed in our regression section 6 unbiassdts is the consequence, when the Classical
Linear Regression (CLR) assumption of independerfidee explanatory variable and the error
term is not valid. As we have discussed in the cdse treatment by a dummy variable in the
regression approach, however, the treatment durerogrielated with the error term.

The IV approach tries to solve the problem by tbkoWwing: Instead of using the treatment
dummy directly a substitute is incorporated in thecome equation which provides consistent
(but not unbiased) results (Wooldridge 2009, 506 pp

Consider again the linear outcome equatigre X, S+ Da+¢&. If we have an observable
variable z which satisfies two assumptions:

First:  z is uncorrelated with the outcome error tegnjcov(z £ )= 0) and
Second:z is correlated with the treatmeit (cov(z, D)# 0),

then z can serve as an instrument insteadDpfas the exogenous variable in the outcome
equation
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Y, = XB+za+¢
with desired properties for a consistent estimation

The problem is to find such an instrument whicheetl§ participation only (which is closely
correlated, negatively or positively, with the treant) but does not affect the outcome and its
error term.

That z has to be uncorrelated with any other determir@énthe outcome (equivalent to
cov(z,£)= 0)“is called anexclusion restrictionsince z can be said to be excluded from the

causal model of interest “ (Angrist and Pischke2(0116).

If z is estimated by some other variables, therwa stage least square (2SLS) estimation
procedure with the first equation explainirg (dichotomous or continuous in the case of
heterogeneous treatments) and using its estimatihe isecond stage, the outcome estimation. A
2SLS IV estimation e.g. with the program packag@DEP is described in the LIMDEP User’s
Manual Version 7 (Econometric Software Inc. 1998, piL6-717).

Example IV
Estimating the Return to Education for Married Women (Wooldridge 2009, 512 example):

Women'’s log(wage) there is estimated simply by atloo. Since ability might be the omitted
variable, therefore father’s education is usedragmstrument. A regression of father’s education
on the education of the women delivers significearrelation between the instrument and the
treatment, woman’s education. The result: the m=go@ of women’s log(wage) on the
instrument delivers a return to education whicthadf as large as the original regression with
women’s education.

4.8 Regression Discontinuity

The regression discontinuity model (RDM, or regi@ssliscontinuity design RDD) approach
can be seen as a type of instrumental variabletifa@tion. Discontinuities in the selection
process are used to identify the causal effects.tidatment depends on some observed variables
and a certain threshold determines the participatio

For a deterministic assignment to a treatment dicator variablex switches from 0 to 1 if the
selection variablez, exceeds a thresholz}

>ﬁ={o RS
1 Z 2 7,

The observed outcome then can be described by (Burgert 2006, 128)

Y = Yo + X(DA
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with y, as the outcome variablg, the non-treatment case al as the treatment effect of the

program. The main advantage of using RDD is “thm does not need to assume a model to hold
neither in its specification of variables includeal a parametric form” (Burgert 2006, 128).

Hahn et al. (2001) show how to identify the treatmeffects for common effectsB(= £) and
for variable treatment effectg3(). In both cases thecal average treatment effect (LATE)of a
program at pointz, is

f=y -y respectively EZ ¥=2 F V-V
with y* =Iimzﬁ75 E(yl z= 2 and Iimzﬁg Eylz= 2

When the treatments are heterogeneous over firmcal continuity assumption of
E(B |z = 2 at z= zis required, and conditional of z being close g » and the individual

treatment effect have to be independent.

For estimation of the LATE

0 O O

B=y' -y

a local linear regression is used where the ligiitis estimated by the coefficient a of

00
(ab)=argmin,, > ¢-a-b(z- g2)f K(z @/ h (2 2
with K as a Kernel function, h ist bandwidth and s an index function (Hahn et al. 2001).

Note: Because of the regression nature there isonamon support for participants and non-
participants which makes any matching impossible.

For more details see Hahn, Todd and van de KlasdW 2nd Heckman, Lalonde and Smith
1999.

Example RDM

Burgert, D. (2006),The Impact of German Job Protection Legislation onJob Creation in
Small Establishments - An Application of the Regresion Discontinuity Design in: Applied
Economics Quarterly 52/2, 123-140

There being eligible under the job protection lkegien the discontinous selection variable
number of employee is above a certain firm sizenfrohich the Kindigungsschutzgesetz is
applied as a quasi random experiment..
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The result of this treatment effects analysis: Aghia discussed negative effect of the job
protection law (Kiindigungsschutzgesetz) on employmeo significant effects were visible by
this (and other) microeconometric studies.

4.9 Panelanalyses

Paneldata provide repeated observation of the sadieiduals. A prominent example is the
German Socio-Economic Panel (SDOEP) or the US Panely of Income Dynamics (PSID).
Paneleconometric approaches consider the longaldispect which e.g. is necessary for the
differences-in-differences method. But also for @imall other approaches, like dynamic
matching or the regression approach, panel datawvslldeeper insights into the dynamic
treatment effects.

One particular problem, the unobserved heterogeméithe individuals (observations), which
might disturb CLR regression assumptions, can belled to a certain degree by fixed effects
panel models (e.g.) which estimate the single amit individual influence out of the
longitudinal information (see chapter 4.3.4).

Further discussion about panel econometrics anglatiuis given in Lechner 2002 or Caliendo
and Hujer 2006.
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Excursus: Endogeneity

Endogeneity describes the presence of an endogeneous explanatory variable. An endogeneous
explanatory variable is an explanatory variable in a multiple regression model that is correlated with
the error term, ecither because of an omitted variable, measurement error, or simultaneity

(Wooldridge 2009, p. 838).

Endogeneity results in a biased and inconsistent estimator. For illustration let us regard a single
regress with mean centered x- and y-values (the respective means are substracted from the original

data). Then for the regression
y=0Bx +&

the OLS estimator 8 of § is

n
ZXiYi
IB — =l
1 n ‘
2
in

i=1

Put y into the OLS estimator then

. ZXi(,@Xi +&) Z(ﬁxzi *tx&) lglzxzi + leél leél
B == — =l —_ =l i=1 =,6; 4=l ‘
1 n n n n
oo 3y 3 >
i=1 i=1 i=1 i=1

If x und € are correlated, then the expectation of the second term is not zero and the nominator will

not converge to zero if the sample size increases.

Therefore, the estimator of [ is biased by the second term and the bias will not be outweighed by

an increasing sample.
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