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Abstract

Internet users generously disclose personal information to consume supposedly “free” digital services despite severe privacy concerns—a phenomenon termed privacy paradox. Humanities have thoroughly studied this discrepancy in attitude and behavior, yet have not developed a conclusive explanation for its occurrence, let alone a means to counter it. Both the quantity and the quality of data privacy laws, as well as the increasing number of court rulings dealing with digital business models, show the urgent need to better understand the cause of the privacy paradox and to mitigate it. This paper analyzes the contradictory phenomenon from an economic point of view. By applying the two-state of the world-model, the authors demonstrate that uncertainty about the extent and the likelihood of a data breach are explanatory factors for the privacy paradox. Taking the European General Data Protection Regulation as an exemplary showcase, the authors further examine the role of privacy laws to offset Internet users’ inconsistent privacy behavior. In theory, such a “rights and remedies” scheme is intended to counter the uncertainty factors provoking the privacy paradox; however, in practice, this intention is only partially served.

JEL-Classification: K24, L15, L86
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Individuals can be quite self-contradictory when it comes to their private sphere. In 2019, three out of four global citizens have been at least somewhat concerned about their digital privacy. \(^1\) Nevertheless, that same year, global online users posted almost 278,000 Instagram stories, swiped 1.4 million potential Tinder dates, and conducted almost 4.5 million Google searches—and those were the statistics for only one minute of internet time. \(^2\) Notwithstanding the serious concerns about the loss of control over personal data, digital users (“data subjects”) disclose their information rather generously. This inconsistency in attitude and behavior has been termed the “privacy paradox.” \(^3\)

Scholars, especially of the social and psychological sciences, have diligently been approaching this phenomenon with a variety of theoretical lenses to shed light on both its cause as well as potential means to counter it. \(^4\) So far, however, there are no conclusive answers to the question of why privacy-sensitive individuals would barter their personal information for the consumption of online services instead of paying a regular price, and thereby preserving their privacy.

Current developments in both the quality and the quantity of privacy legislations and jurisdictions demonstrate that the urge to solve the privacy paradox has moved well beyond scholarly debate. The rapidly increasing number of privacy laws around the globe, \(^5\) as well as novel legal rights and remedy schemes—as exemplified by the European General Data Protection Regulation (GDPR)—are testament to the growing recognition of the importance of privacy. The rapid transformation of the internet from a personal to a commercial utility has only amplified the tension between the right to privacy and the need for innovation and growth. As technology continues to evolve, it is crucial that we find ways to reconcile these two fundamental rights.
Protection Regulation ("GDPR")\(^6\) as the contemporary flagship of privacy law—are strong indicators of the importance of this issue. As well, recent decisions dealing with the sharing, processing, and monetization of online users’ personal data, in regard to social media services\(^7\) and online gambling,\(^8\) underline the need to further investigate the cause of the privacy paradox.

This paper aims to contribute to the investigation of the paradoxical privacy behavior of data subjects with a novel economic analysis. While the majority of economic research has to this point primarily focused on behavioral economics to explain the rationale of the phenomenon,\(^9\) the authors of this paper go one step further. By applying the two-state-of the world-model\(^10\), the article examines factors of uncertainty that provoke contradictory privacy behavior.

In economic terms, the privacy paradox constitutes a market failure. Therefore, a regulatory intervention in the market by the means of data privacy law would be justified. In theory, data protection law intends to mitigate this equivocal privacy behavior, yet the actual effectiveness of the law is questionable. Therefore, the authors further analyze the impact of the novel GDPR on factors of uncertainty that contribute to the privacy paradox.

This paper is structured as follows. First, it briefly delineates the phenomenon of the privacy paradox. Second, the article examines the root of this paradox by applying the two-state-framework of uncertainty as an argument for insufficient data protection demand. Third, the

---


\(^7\) See, e.g. Oberlandesgericht Düsseldorf, Facebook; European Court of Justice, Fashion ID.

\(^8\) See, e.g. Oberlandesgericht Frankfurt, Gewinnspiel; European Court of Justice, Planet49.

\(^9\) Acquisti; Acquisti and Grossklags, “Privacy and rationality”.

\(^10\) Cullis and Jones, 244–46.
paper discusses the role of data protection regulation, i.e. the GDPR, to conciliate the discrepancy between privacy attitude and behavior. The final paragraph concludes with legal and economic consequences.

The Privacy Paradox

Along with the increasing commercialization of the Internet since 1995, scholars have detected a discrepancy between consumers’ privacy attitude and their privacy behavior. Despite lamenting serious concerns about the loss of control over their personal information on the Internet, data subjects continue to unconsciously generate and consciously self-disclose personal data on a large scale: a phenomenon termed the “privacy paradox.”

The prevalence of this contradictory privacy behavior has frequently been investigated in social sciences and psychology. The majority of this research has corroborated the discrepancy between privacy attitude and actual data-disclosing behavior. The privacy paradox has in fact been verified in different realms of the online world, e.g. in the use of smart devices, e-commerce, online banking, and particularly in social media services. Hence, online users

---

11 In this context, personal data comprise any information relating to an identified or identifiable natural person, such as voluntarily provided data, observable traffic data, and inferred data. For an in-depth explanation of the different types of data, see OECD; also Jentzsch.

12 Brown, B.; Norberg, Horne, and Horne; Barnes.

13 Relatively few studies partly refute the privacy paradox, see, e.g. D’Souza and Phelps; Boyles, Smith, and Madden; Dienlin and Trepte; Baek; Heravi, Mubarak, and Raymond Choo; Gruzd and Hernández-García.

14 Williams, Nurse, and Creese.

15 Spiekermann, Grossklags, and Berendt; Berendt, Günther, and Spiekermann; Beresford, Kübler, and Preibusch.

16 Nofer et al.

17 Acquisti and Gross; Tufekci; Reynolds et al.; Taddicken; Young and Quan-Haase; Chen and Cheung.
use their personal data as indirect “currency” instead of paying a direct monetary fee to consume digital services.

The processing and monetization of consumer data has increasingly spurred significant developments in global privacy legislations. First of all, the amount of global privacy laws have significantly increased in the past decade. By 2019, almost 70 percent of countries around the globe have had privacy jurisdictions in place for both the public and the private sector, or at least have had respective bills in progress.\(^{18}\) Secondly, the quality of both newly enacted and revised data protection legislation adjusts to the dynamics of the digital market. In this regard, the novel protection scheme of the GDPR is often used as a blueprint (compare to the “The Privacy Paradox and the General Data Protection Regulation” section).\(^{19}\)

As well, jurisprudence increasingly engages in cases dealing with the processing of data that online users consent to disclose in order to consume seemingly “free” digital services. The following examples of contemporary case law in the EU and Germany demonstrate this trend:

1) In February 2019, the German Federal Cartel Office accused Facebook as being the world’s largest social network to exploitatively abuse its dominant market position to gather information about data subjects without their consent.\(^{20}\) In detail, the anti-trust authority reprimanded Facebook for collecting data from third-party apps, including its own Instagram and WhatsApp, as well as tracking online users who are not members through Facebook “like” or “share” buttons. Against this backdrop, the cartel office prohibited the dissemination of data and ordered Facebook to change its terms and conditions within a year. In August 2019, however, the relevant Düsseldorf Higher

\(^{18}\) Greenleaf.

\(^{19}\) Ibid.

\(^{20}\) Bundeskartellamt, Facebook.
Regional Court suspended this landmark decision because of serious doubts about its legality. In fact, the court did not find data subjects who autonomously and consciously consented to disclose their information to have been abusively exploited. 

b) In July 2019, the Court of Justice of the European Union (“CJEU”) also delivered a judgment in regard to the embedded Facebook “Like” button on a third-party website, namely the online shop of the retailer Fashion ID. In this case, a German consumer protection association brought an action asserting that the retailer’s use of the “Like” plug-in breached EU-data protection legislation. In detail, the association accused Fashion ID of neither providing appropriate notice about the extensive and primarily covert data processing taking place through the social plug-in, nor collecting consent for it. Building on the two previous judgments of joint data controller-ship, the highest EU court partially endorsed the association’s standpoint and found the retailer responsible for the initial collection and secondary transmission of personal data to Facebook. The court did not, however, find the retailer responsible for the subsequent data processing done by Facebook itself. As a result of the decision, website operators that implement social media plug-ins are required to inform their users about the data transfer and to obtain required consent.

---

21 Oberlandesgericht Düsseldorf, Facebook.
22 European Court of Justice, Fashion ID.
23 In fact, by having implemented the “like”-button on its website, the retailer automatically shared data subjects’ IP addresses and browser strings with Facebook without the data subjects being aware of this data disclosure. Moreover, this data transmission took place regardless of whether the data subjects actually clicked on the button or had a Facebook account.
24 European Court of Justice, Wirtschaftsakademie Schleswig-Holstein; Jehovan Todistajat.
c) In June 2019, the Higher Regional Court of Frankfurt am Main ("OLG Frankfurt") also dealt with data subjects’ consent in the digital context, regarding online gambling.\textsuperscript{25} The court took a comparatively lenient stance, in contrast to the commonly rather restrictive German interpretation of data protection standards in general, and of the concept of "voluntary consent" in particular. First, the OLG Frankfurt ruled that participation in an online raffle can be made dependent on data subjects’ consent to receive future advertising, including promotions via e-mail or telephone from several different third-party advertising companies. With this coupling incentivization, the court shifted the responsibility to the consumers, who are held accountable to decide for themselves if online gambling is “worth” the disclosure of their personal information.

d) In October 2019, the European Court of Justice dealt with another online gambling case, which the German Federal Court of Justice referred to them. This time, the CJEU assessed the cookie transparency and consent requirements for an online promotional lottery offered by the company Planet49.\textsuperscript{26} The Federation of German Consumer Organizations (Verbraucherzentrale Bundesverband) took legal action against the company claiming that the required declaration of consent did not meet German data protection standards. In detail, data subjects interested in participating in the digital sweepstakes were presented two checkboxes: one unticked consent-checkbox for advertising purposes, which was mandatory for the participation in the lottery, and another pre-ticked consent-checkbox for cookies. The court primarily focused on the legitimacy of the second checkbox and held that consent obtained through pre-ticked cookie-checkboxes would not be valid ("opt-out" practice). Therefore, cookies used for

\textsuperscript{25} Oberlandesgericht Frankfurt, Gewinnspiel.

\textsuperscript{26} European Court of Justice, Planet49.
marketing purposes require actively given confirmation from the user—regardless of whether the cookies collected personal information or merely tracked browsing habits. Moreover, the court declared data processors must be responsible for informing users about both the duration of time the cookie information would be kept, as well as disclosing third party access to the data. This action would enable users to make informed decisions when providing their personal information online.27

In summary, although individuals could choose to participate in fee-based online gambling lotteries or social media networks that protect their data, a significant share of them nevertheless decides to barter away their privacy. The recent examples of privacy case law illustrate the indecisiveness of how to interpret data subjects’ paradoxical privacy behavior, as well as legal ramifications when users—more or less willingly—consent to reveal their personal data. The courts interpreted the role of the data subjects very differently; in some cases, courts appealed to users’ self-responsibility, and in others, the judgments entailed comprehensive consumer protection.

Given these significant implications of the privacy paradox for the society, the economy, and the legal system, scholars have been focusing their research on factors that contribute to this paradoxical phenomenon.

A starting point for understanding the cause of the privacy paradox from an economic point of view constitutes the “privacy calculus model.”28 According to this model, rational agents weigh

27 This judgment had not directly translated into German law, because Germany had not fully implemented the European-Privacy Directive (popularly known as “Cookie Directive”). However, largely building on the CJEU’s Planet49 decision, the German Federal Court of Justice ruled on requirements that must be met to obtain valid cookie consent in May 2020. See Bundesgerichtshof, Cookie-Einwilligung II.

28 Culnan and Armstrong.
perceived costs against perceived benefits in their decision-making process. Adjusting the privacy cost-benefit trade-off to the digital world, data subjects weigh expected losses of privacy against potential gains of disclosing personal data in their privacy assessment. They are willing to disclose their data to a website, an app or a smart device, if the perceived benefits outweigh the perceived tangible and intangible costs. Building on this idea, a growing body of literature refined the neoclassical privacy calculus model to better explain the privacy paradox in reality by adapting two key propositions.

First, scholars argued that the disclosure of personal information is a highly contextual decision. Accordingly, data subjects’ assessment of their perceived costs and benefits of data disclosure can be dependent on very situation-specific factors. Scholars have thus extended the privacy calculus model to include contextual factors, such as, data subjects’ perceived trust in the data controllers and processors (“data holders”) or perceived risk of data disclosure,

---

29 Hann et al.; Chellappa and Sin; Keith et al.; Knijnenburg, Kobsa, and Jin; Jiang, Heng, and Choi; Gimpel, Kleindienst, and Waldmann.

30 John, Acquisti, and Loewenstein; Acquisti, John, and Loewenstein.

31 Scholars have for instance identified an impact of the social environment and resultant social needs on data subjects’ privacy assessment, see, e.g. Ellison et al.; Taddicken; Lee, Park, and Kim; Buck et al.; Debatin et al.; Hew et al. Also, the cultural environment can influence the privacy behavior, see, e.g. Miltgen and Peyrat-Guillard; Dinev et al. Besides, contextual valuation for different types of data, e.g. browsing history, health data, or other sensitive data, can affect the privacy assessment, see, e.g. Carrascal et al.; Huberman, Adar, and Fine; Mothersbaugh et al. Moreover, scholars argue that a ‘privacy cynicisms’ can impact data disclosure, see, e.g. Hargittai and Marwick; Hoffmann, Lutz, and Ranzini; Shklovski et al.
among other things.\textsuperscript{32} As such, situation-specific conditions may overrule pre-existing privacy attitudes, and can constitute a cause of the privacy paradox.

Second, scholars, most notably behavioral economists, propose data subjects’ bounded rationality as an explanatory factor for their paradoxical privacy behavior. Thus, Internet users cannot absorb and process relevant information about data processing, data protection, and potential privacy violations because of both limited cognitive capabilities\textsuperscript{33} and resources\textsuperscript{34}. This bounded rationality creates an information asymmetry to the detriment of data subjects. As a result, data subjects base their data privacy assessment on cognitive heuristics,\textsuperscript{35} which in turn result in privacy biases. For instance, overconfidence of personal privacy skills or an underestimation of the current or future privacy risk.\textsuperscript{36} These deviations from rationality can also be an explanation for the privacy paradox.

The authors suggest that there could be another explanatory factor for the privacy paradox: uncertainty. Internet users can assess neither the probability nor the extent of a potential privacy infringement. Because of this ignorance—or rather this uncertainty—Internet users’ privacy behavior does not align with their privacy attitude.

\textsuperscript{32} Dinev and Hart; Anderson and Agarwal; Xu et al.; Li, Sarathy, and Xu; Kehr, Wentzel, and Kowatsch; Kehr, Wentzel, and Mayer; Dienlin and Metzger; Pentina et al.; Chen

\textsuperscript{33} Acquisti; Acquisti and Grossklags, “Privacy and rationality”; Hoofnagle et al.; Hoofnagle and Urban; McDonald and Cranor, “Beliefs and Behaviors”; Kehr et al.; Wilson and Valacich; Bashir et al.

\textsuperscript{34} McDonald and Cranor, “The Cost of Reading Privacy Policies”.

\textsuperscript{35} Sundar et al.; Gambino et al.; Kehr, Wentzel, and Mayer; Wakefield; Kehr, Wentzel, and Kowatsch.

\textsuperscript{36} Baek, Kim, and Bae; Cho, Lee, and Chung; Acquisti and Grossklags, “Privacy Attitudes”; Wilson and Valacich; Acquisti; Brandimarte, Acquisti, and Loewenstein; Jensen, Potts, and Jensen; Acquisti and Grossklags, “Privacy and rationality”; Debatin et al.
The Privacy Paradox and Uncertainty

The uncertainty of privacy violation can be analyzed within a two-state-of-the-world-model. Figure 1 illustrates the effects of data infringement on a household’s privacy. Our household has an exogenous starting income $Y$. Assuming the privacy of data subjects was intact, exogenous income would remain unchanged, which can be expressed by $Y^p (= Y)$. An infringement of privacy would reduce the income to $Y^{NP}$.

Assuming that *neither a statutory nor a contractual data protection scheme* between data subjects and data holders exist, the income in case of intact privacy can be written as privacy $Y^p_0$, equivalent to $Y_0$. A violation of privacy due to a data breach can be measured as income loss $L$. Thus, in case of a privacy infringement, the income would decrease to $Y^{NP}_0$, $Y_0 - L$. The probability of such a violation can be expressed by $\pi$, while the probability of unharmed privacy would be equivalent to $1 - \pi$; $0 < \pi < 1$.

Hence, expected income $Y^e$ can be written as:

$$Y^e = \pi (Y_0 - L) + (1 - \pi) (Y_0) = Y_0 - \pi L.$$ 

The utilities of certain incomes are $U(Y)$ and $U(Y - L)$. The expected utility of privacy that is not subject to *statutory or contractual data protection* can be expressed by:

$$V(Y_0, Y_0 - L, \pi) = \pi U(Y^{NP}_0) + (1 - \pi) U(Y_0).$$

---

37 Cullis and Jones, 244–46.
Figure 1: Privacy and Privacy Infringement

*Figure 2* illustrates a household’s risk aversion toward privacy infringements and its willingness to pay for data protection. Assuming the typical risk preferences of households \((U' > 0, U'' < 0)\), 0.5 probabilities are expected for both states.

The willingness to pay for effective privacy protection in case of a data violation can be derived from the indifference curve \(V_0\) by starting at point A and asking the individual data subject how much income she would be willing to give up for her personal data to be protected. Assuming the quality of the data protection increases gradually by the same amount (identical vertical distances), the willingness to pay for enhanced data protection decreases \((WTP_3 < WTP_2 < WTP_1)\). Furthermore, the data subject has a lower willingness to pay a risk premium, if the actual risk of a data breach decreases. This is illustrated by the slope of the indifference curve \(V_0\) above the intercept with the certainty line (45°-line).
The expected utility remains constant along the indifference curve $V_0$,

$\frac{dV}{dY} = 0$

$\Rightarrow \pi \frac{\partial U(Y_{NP})}{\partial Y_{NP}} \Delta Y_{NP} + (1 - \pi) \frac{\partial U(Y_o)}{\partial Y} \Delta Y^P = 0$

$\Rightarrow - \frac{(1-\pi)}{\pi} \frac{\partial U(Y_o)}{\partial Y} \Delta Y_{NP} = \Delta Y_{NP} \frac{\partial U(Y_{NP})}{\partial Y_{NP}}$.

Choosing a point on the indifference curve $V_0$ above the intercept with the $45^\circ$-line implies $Y_{NP} = Y^P$, which can be expressed by:

$\frac{\partial U(Y_o)}{\partial Y} = \frac{\partial U(Y_{NP})}{\partial Y_{NP}}$. 

Figure 2: Risk Aversion and Willingness to pay
The slope of the tangent, i.e. the marginal rate of substitution of the indifference curve \( V_0 \) above the intercept with the 45°-line, therefore equals:

\[
- \frac{(1-\pi)}{\pi} = \frac{\Delta y_{NP}}{\Delta y_P}.
\]

In case of a *contractual data protection scheme*, data breaches might still occur, but the data holder would be required to compensate the data subject for incurred privacy losses (indemnity \( I \)). The respective losses are compensated according the compensation ratio \( q \) with \( 0 < q \leq 1 \). If all losses were compensated (\( q = 1 \)), income would not vary with or without the privacy infringement (45°-line, point B in Figure 1). The indemnity function can thus be written as:

\[
I = qL.
\]

Data holders offering *contractual data protection* can charge a proportional risk premium \( \tau \) for their services. This supply of data protection, that ensures data subjects to be fully compensated for privacy violations, can be expressed by:

\[
S = \tau I.
\]

Substituting \( I \) with the whole indemnity function, the supply of *contractual data protection* can be written as:

\[
S = \tau qL.
\]

This supply of data protection can be illustrated by the market line BA in Figure 1. Based on the assumption that our household’s income can be expressed by \( Y_{1NP} \) in case of a privacy infringement, it can be derived that for the case of intact privacy, the household’s income equals \( Y_{1P} \).

The income in case of a privacy breach \( Y_{1NP} \) is equivalent to:
\[ Y_0 + qL - L - \tau qL. \]

\( Y_0^{NP} \) can be expressed by:

\[ Y_0 - \tau qL. \]

The slope of line BA can be written as:

\[ -\frac{(Y_1^{NP} - Y_0^{NP})}{Y_0^{NP} - Y_1^{NP}}. \]

The numerator is therefore equivalent to:

\[ -[Y_0 + qL - L - \tau qL - (Y_0 - L) = -[qL(1 - \tau)]. \]

The denominator constitutes:

\[ Y_0 - [Y_0 - \tau qL] = \tau qL. \]

The slope of the BA line thus equals:

\[ \frac{-[qL(1 - \tau)]}{\tau qL} = -\frac{[(1 - \tau)]}{\tau}. \]

The point B in Figure 1 indicates that a household’s income would not depend on the occurrence of a privacy loss and the corresponding compensation. This can be expressed by:

\[ \frac{-(1 - \pi)}{\pi} = \frac{-(1 - \tau)}{\tau}. \]

Economically spoken, point B requires \( \tau = \pi \). Data holders offering their customers *contractual data protection* would sell this level of data protection for a risk premium of \( \tau L = \pi L \). Hence, in a competitive market, data holders would offer privacy protection schemes according to the expected losses of data breaches.
On the other side, point B would also constitute the “best option” for risk-averse data subjects in a competitive market. The highest possible indifference curve is reached at point B. Since point B is located on the 45°-line, there are no (asset) differences in case of a privacy invasion, i.e. the data subject is contractually secured that data breaches would be fully compensated. Rational and perfectly informed data subjects would demand this level of “perfect data protection” given their risk aversion. Thus, the higher data subjects estimate either the probability or the extent of a potential privacy invasion, the less they are willing to disclose their personal data as a “currency” for digital services.

*Figure 3* illustrates the privacy paradox and uncertainty. By means of this figure and the two-stage-framework, the privacy paradox can be explained by three factors:

a) First, the privacy paradox can be the result of data subjects underestimating the probability of lacking data protection ($\pi^e < \pi$). The marginal rate of substitution will decrease in absolute values because of the underestimation. Graphically, the “perceived” indifference curves will be steeper ($U_2'$ and $U_3'$) than the “real” indifference curves ($U_2$ and $U_3$). Therefore, data subjects would choose point A without any data protection instead of the objectively better position of point B.

b) Second, the privacy paradox can be the consequence of data subjects overestimating the costs of contractual data protection. Graphically, these perceived costs can be illustrated by the line $AB'$ which lies beneath the $AB$-line that expresses the actual costs of contractual data protection. Hence, the perceived expected utility of lacking data protection is higher than the utility of effective data protection.

c) Third, the privacy paradox can be explained by data subjects underestimating the actual extent of the privacy loss ($L^{ue} < L$). In this case, the expected utility of disclosing personal
data with an undetermined level of data protection (Point $A'$) is higher than the actual utility with a perfect level of data protection in a competitive market (Point B).

![Figure 3: Privacy Paradox and Uncertainty](image)

To summarize the preceding analysis of the two-state-of the world-model, the authors suggest that uncertainty can be a major cause for data subjects’ paradoxical privacy behavior. In fact, individuals might underestimate both the scope as well as the likelihood of a data breach because of insufficient data protection. Alternatively, data subjects might overestimate the costs of contractual data protection. As a result of this three-fold uncertainty, online users might disclose their personal data for the sake of consuming allegedly “free” digital services despite
uttering privacy concerns, rather than paying a pecuniary price for online gambling or social media services.

The Privacy Paradox and the General Data Protection Regulation

Regardless, the concrete cause of the privacy paradox—bounded rationality, cognitive biases or uncertainty—it constitutes a manifestation of a “market failure” in economic terms. In the economic understanding, such a market failure justifies a regulatory intervention in the market. In light of the serious concerns about potential privacy infringements induced by ubiquitous computing, policy makers have assiduously been enacting national data privacy legislations. The current “gold standard” data privacy legislation constitutes the relatively new European General Data Protection Regulation. This regulation was finalized in 2016 in a “herculean law-making effort” and became applicable law in May of 2018. The GDPR replaces the twenty-year-old and technologically outdated, or “antiquated,” European Data Protection Directive. The raison d’être of the novel regulation is the modernization and harmonization of data protection policy in the European Union.

Because of the wide territorial scope and the expanded definitions of personal data, the GDPR has a significant regulatory effect far beyond the European borders. Also, the impact of the GDPR on other international privacy regulation is noteworthy. Several articles of the GDPR

---

38 For a taxonomy of privacy and its infringements, see Solove.

39 Hert and Papakonstantinou, 181.

40 Burri and Schär, 480.


42 Goddard.
serve as blueprint for non-EU states introducing or updating their national data protection legislation.\textsuperscript{43} Hence, some scholars term the European data privacy regulation a “historic legal milestone.”\textsuperscript{44}

The GDPR receives this recognition because it has set the bar of privacy protection to a new level. Building on the understanding that privacy constitutes a fundamental right in the EU,\textsuperscript{45} the GDPR strengthens traditional privacy principles relating to the processing of personal data, for instance lawfulness, purpose and storage limitation, as well as data minimization.\textsuperscript{46} Respectively, data processing is only lawful if particular prerequisites are fulfilled, inter alia data subject’s consent, the existence of a contract or another legal obligation, or else greater public interests prevail.\textsuperscript{47} The GDPR further provides data subjects with extensive and partially novel rights, such as the right to rectification, the right to erasure, the right to data portability, and the right to object.\textsuperscript{48} The regulation also encompasses numerous obligations and new requirements for data holders, such as the designation of a data protection officer, the introduction of a voluntary code of conduct and certification scheme, the conduction of a data protection impact assessment for envisaged processing operations as well as the prerequisite of “data protection by design and by default.”\textsuperscript{49} Ultimately, rigorous liability and compensation

\textsuperscript{43} Greenleaf.  
\textsuperscript{44} Chassang.  
\textsuperscript{45} Article 8 European Convention of Human Rights; Article 7 European Charter of Fundamental Rights.  
\textsuperscript{46} Article 5 GDPR.  
\textsuperscript{47} Article 6 GDPR.  
\textsuperscript{48} Article 16, 17, 20, 21 GDPR.  
\textsuperscript{49} Article 37 et seq, 40 et seq., 35 et seq., 25 GDPR.
payments, as well as administrative fines for unlawful conduct of data holders, reinforces the privacy rights of data subjects.\textsuperscript{50}

Because of this new rights and remedies scheme, the GDPR constitutes a “new generation” of data protection regulation. For some scholars the regulation even poses a paradigm shift in privacy legislation, because it shifts the burden of obligation from data subjects to data holders.\textsuperscript{51} Accordingly, individuals are no longer required to base their privacy behavior solely on their informational self-determination,\textsuperscript{52} but can—at least in theory\textsuperscript{53}—trust the “invisible protection” of their data on the grounds of the law.\textsuperscript{54}

In the context of this paper, the GDPR intends to mitigate factors of uncertainty that contribute to data subjects’ paradoxical privacy behavior (see “The Privacy Paradox and Uncertainty”). The primary target of the principles, rights, and remedies of the regulation is to alleviate the actual extent of a data breach that would result in an infringement of privacy. Three examples clearly demonstrate this.

\vspace{1em}

\textsuperscript{50} Article 82, 83 GDPR.

\textsuperscript{51} Kiss and Szőke; Mayer-Schönberger.

\textsuperscript{52} The idea of the ‘right to informational self-determination’ has been shaped by the German Constitutional Court in the famous ‘census decision’ on 15 December 1983. Based on the basic rights of human dignity and the right to free development of personality, the right to informational self-determination enables individuals to determine for themselves about the disclosure and processing of their personal data. The decision has been subjects of numerous academic commentaries that further define the right to informational self-determination, especially in the context of the digital world, see, e.g. Schwartz.

\textsuperscript{53} Some scholars doubt the actual efficacy of the GDPR to fully protect data subjects’ privacy. See, e.g. Wachter, Mittelstadt, and Floridi; Mantelero.

\textsuperscript{54} Kiss and Szőke.
a) First, the principles of lawful, fair, and transparent data processing\(^{55}\) intend to set the groundwork for effective data protection by securing contracts according the market line BA in Figure 3.

b) Second, the principles of purpose limitation, data minimization, data accuracy, storage limitation, integrity and confidentiality,\(^{56}\) as well as the responsibility of the data holder to protect the data “by design and by default”\(^{57}\) can be understood as means to avoid, or realistically, to minimize, potential losses resulting from privacy infringements.

c) Third, the right of data portability\(^{58}\) intends to encourage competition among data holders in regard to interoperable digital formats. This entrepreneurial rivalry might also foster the competitiveness for data protection, which would entail the variable \(\tau\) to increase in absolute values. This, in turn, leads to a steeper market line BA in Figure 3. As a consequence, consuming digital services with data protection becomes cheaper for data subjects, so that remaining in point A becomes less likely.

Furthermore, consent—as grounds for lawful processing of data subjects’ personal data—plays a decisive role in the GDPR,\(^{59}\) especially in the context of a digital services market, and hence also for this uncertainty model. This confirmation is the manifestation of data subjects’ informational self-determination reinforced by data holders accountability in the GDPR: Consent must comprise a freely given, specific, informed and unambiguous agreement of the data subject to the processing of personal data,\(^{60}\) while data holders are obliged to prove the

---

\(^{55}\) Article 5 paragraph 1 point (a) GDPR.

\(^{56}\) Article 5 paragraph 1 points (b-f) GDPR.

\(^{57}\) Article 25 GDPR.

\(^{58}\) Article 20 GDPR.

\(^{59}\) Article 6 paragraph 1 point (a) GDPR.

\(^{60}\) Article 4 point (11) GDPR.
existence of this agreement at any time.\textsuperscript{61} Thus, disclosing personal data ought to present an informed and deliberate decision of the data subject.

Figure 4 describes the role of data subjects’ consent in the new uncertainty model. It illustrates two important findings:

a) The presence of statutory data protection indeed implies effective protection of a household’s personal data. The loss resulting from a privacy violation is smaller in a regulated environment than the loss sustained in an environment without data protection ($L' < L$). Although the mandatory data protection decreases the potential extent of a data breach, it does not fully eliminate it. The risk of privacy violation remains.

b) On the other hand, in a market with legally required data protection, the data subject has an economic incentive to disclose her personal data, rather than to pay a risk premium for perfect data protection while consuming digital services. Graphically, this is expressed by point $A'$ on utility curve $U_4$, which is higher than point $B$ on utility curve $U_3$.

Because of the remaining uncertainty in regard to the scope of a potential privacy infringement, data subjects’ consent is indispensable. The process of clicking “I agree” ought to ensure that the data disclosure is a conscious choice. Data subjects are given the opportunity to personally, deliberately, and contextually assess the benefits, but also the actual risks prior to revealing their data. Based on this assessment, the data subject can decide preferences on whether to reveal data or to pay a risk premium when playing online gambling games or sending personal messages to friends on Facebook or WhatsApp.

\textsuperscript{61} Article 7 GDPR.
In summary, privacy laws, such as the novel European General Data Protection Regulation, generally intend to strengthen the personal privacy of data subjects. In detail, this regulation aims to offset negative economic effects resulting from market failures, such as the privacy paradox. However, the regulation does not target all uncertainty factors that provoke the paradoxical privacy behavior of data subjects. The GDPR de facto primarily mitigates and compensates the extent of a data breach, yet it does not target the probability of occurrence of a privacy infringement.

If only one factor of the uncertainty product “damage * probability of damage” ($L \times \pi$) is addressed, data subjects still run the risk of disclosing either too much or too little data. An underestimation of the likelihood of a data breach would entail a naïve data handling, where

---

*Figure 4: The role of Consent in the Uncertainty Model*
data subjects disclose too much personal information. An overestimation of the probability of privacy infringement would imply an overly cautious approach of data minimization. Both approaches would be economically inefficient. The latter is, however, rather unobservable in regard to the privacy paradox. Hypothetically, if such an overestimation took place at the collective level, the political demand for data protection would induce an undifferentiated privacy law, which might wrongfully curtail the free flow of data.

Summary and Conclusions
A vast number of digital users stress that the protection of their data would be very important to them, but nevertheless disclose their data in a seemingly careless way when consuming “free” Internet services. This discrepancy in attitude and behavior has been termed privacy paradox. Numerous studies have been conducted to investigate the contradictory behavior, its occurrence, its rationale, and the potential means to conciliate it.

The privacy paradox does not only concern the academic world. It also has significant implications for modern jurisdiction and legislation. From this perspective, the question of whether online users have consciously, clearly, and unambiguously consented to barter their personal data for an online service is of utmost importance. Current examples of case law on online services, such as gambling and social media, are moving precisely in this direction. Also, contemporary data protection laws are a distinct indication of the importance of this topic. One example of such legislation is the novel European General Data Protection Regulation which strengthens the rights of data subjects and shifts the obligatory burden of privacy protection to data holders.

This article analyses the privacy paradox from an economic angle. The majority of current economic research has focused on behavioral economics to explain the discrepancy between privacy attitude and behavior. Using a two-state-of the world-model, this paper demonstrates
that the classical economic theory of uncertainty can also explain the privacy paradox. Because of diverse uncertainty factors, individuals cannot properly weigh both the expected advantages and disadvantages of either protecting or disclosing their personal data against each other. In fact, data subjects are incapable of accurately assessing the benefit of intact privacy (while paying a risk premium for digital services), against the risk of privacy infringement (with the benefit of consuming online offers for free), because they can estimate neither the extent \( L \) nor the probability \( \pi \) of a privacy violation.

Data privacy laws, such as the GDPR, are intended to prevent data breaches or to at least minimize harm resulting from one. Yet, in reality, this intention is only partially served. In fact, the novel European regulation is suitable to estimate both potential losses \( L \) and indemnity payments \( I \) for privacy violations and might also increase the level of competition for data protection \( \tau \). The GDPR addresses only one crucial uncertainty factor: the extent \( L \) that a privacy infringement is directed. The probability \( \pi \) is not addressed. Data subjects are not able to correctly quantify the expected data protection losses \( \pi L \), and so the uncertainty that provokes the paradoxical privacy behavior remains.

Against this backdrop, the central legal role of data subjects’ consent needs to be further considered. If data subjects significantly underestimate the probability of a data breach, the validity of the current form of consent is equivocal, not to say doubtful. Complex terms and conditions of interminable length followed by the “I agree” checkbox do not foster transparency, and hence do not reduce the level of data subjects’ uncertainty. The conditions for consent should be construed more realistically. Instead of designing online services in such a way that would reinforce the misjudgment of data subjects’ uncertainty, or to beguile them to disclose information, data holders should think of more user-friendly approaches. For example, a data holder could provide a simple, easily comprehensible, and graphically supported
explanation of why, what, how, and for how long personal data is processed and held. At that point, the declaration of consent would become economically more meaningful and legally less contestable.

Regarding the general perspective on data privacy law, it is unequivocal that we need a continuous discussion on how to make data protection more sustainable. One legal “general overhaul” every twenty years (as in the case of the GDPR) will not suffice to keep pace with the dynamic digital market. In many countries, including Germany, court rulings and subsequent reforms of general contract law have prohibited unfair terms used in standard contracts (general terms and conditions). Such clauses are generally one-sided in favor of the user of the standard contract.\textsuperscript{62} Aren't there also rules connected with data protection? Can simply clicking on a standard declaration of consent become the basis of a contract? These simple checkboxes should be prohibited by law, as is already happening in some places in the USA.\textsuperscript{63} Moreover, legislators should consider further means to strengthen the protection of data subjects’ privacy. Besides the mere use of data protection law, privacy can be additionally enhanced by competition and consumer law, e.g. as ex ante safety regulation or as ex post liability rule.\textsuperscript{64}

\textsuperscript{62} Hellwege.

\textsuperscript{63} Brown, I.

\textsuperscript{64} Kerber; Romanosky and Acquisti.
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