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government size as a proxy for fiscal stabilization policy and the amplitude of business cycle
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value ratios as an indication for tight credit constraints, we find that government size exerts
a stabilizing effect on output and consumption growth fluctuations only when credit con-
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1 Introduction

Can fiscal policy contribute to macroeconomic stability? This question has a long tradition

in the theoretical as well as empirical literature and has received renewed attention in the

aftermath of the 2007-2009 recession.1 Gaĺı (1994) and Fatás and Mihov (2001) were among the

first to empirically show that countries characterized by high ratios of government spending to

GDP tend to have less volatile business cycles. Since government size is found to be positively

correlated with the extent to which automatic stabilizers operate (see e.g. Dolls et al., 2012;

Girouard and André, 2005; Van den Noord, 2000), these empirical results suggest that fiscal

policy indeed exerts a stabilizing effect on the business cycle, at least if it is conducted through

automatic stabilizers.

Theoretically, however, the effect of automatic stabilizers on the business cycle is less clear.

Although there is little doubt that automatic stabilizers, such as income tax and social ex-

penditures, offset fluctuations in disposable incomes, their overall effectiveness in terms of the

stabilization of economic activity depends crucially on the response of private demand to fiscal

policy actions, which is a more controversial issue. A number of studies argue that the reac-

tion of private demand is closely related to the extent to which credit constraints are binding

(Auerbach and Feenberg, 2000; Dolls et al., 2012). Standard models with forward-looking agents

and frictionless financial markets predict that private consumption remains unchanged despite

changes in taxes and transfers as long as the present value of lifetime disposable income does

not change. If, in contrast, credit constraints restrict private consumption, then an increase

in current disposable income resulting from, e.g., a tax reduction leads to higher consumption.

Thus, fiscal policy should be able to stabilize fluctuations in economic activity via the tax and

transfer system much along the lines of traditional Keynesian arguments if the availability of

credit is limited.

Fiscal policy may also mitigate fluctuations in disposable incomes through discretionary

changes in the tax and transfers system if these changes are implemented in a way that sys-

tematically reacts to the business cycle. In addition, discretionary fiscal policy also involves

adjustments in government purchases, such as government consumption and investment, which

may also dampen business cycle fluctuations. Yet, the effect of government purchases on private

consumption also depends on the availability of credit. In models without financial frictions, an

increase in government purchases reduces private consumption because of negative wealth effects

1See Ramey (2011) and Cwik and Wieland (2011) for recent surveys.
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(Linnemann and Schabert, 2003; Baxter and King, 1993) and intertemporal substitution effects

(Davig and Leeper, 2011; Woodford, 2010; Christiano et al., 2009; Benassy, 2007). Hence, the

ability of fiscal policy to dampen the business cycle via variations in spending is limited in these

models. In fact, a fiscal expansion during a recession may even amplify the downturn if wealth

and substitution effects are sufficiently strong. Nevertheless, a negative correlation between

government size and the volatility of output can still be obtained in these models. However,

as Andres et al. (2008) show, such a negative correlation is the consequence of a composition

effect, since private consumption and investment actually become more volatile. Thus, in mod-

els without financial frictions, a relatively large public sector may coincide with low business

cycle volatility simply because public spending itself is not as volatile as private sector demand.

To generate a positive response of private consumption to an increase in government spending,

Andres et al. (2008) and Gaĺı et al. (2007) include so-called rule-of-thumb agents in addition to

forward-looking, optimizing agents in their models. Since rule-of-thumb agents are assumed to

neither borrow nor save, they behave in a more Keynesian way in the sense that consumption

spending is closely related to current income.2 This type of rule–of–thumb behavior can be

interpreted as the consequence of binding credit constraints or, more generally, limited asset

market participation.3

To sum up, fiscal policy should be able to dampen business cycle fluctuations, via the sta-

bilization of private demand when credit constraints are binding. Against this background, we

empirically explore the relationship between government size, business cycle volatility and credit

market imperfections based on a panel of 18 OECD countries from 1970 to 2007. Specifically,

we study if and how the influence of government size on the amplitude of fluctuations in output

growth depends on the availability of credit. We use the loan-to-value (LTV) ratio, which is the

highest mortgage loan that households can get as a fraction of the value of a house. As empha-

sized by Jappelli and Pagano (1994), LTV ratios provide a measure of financial constraints on

households that is comparable across countries (see also Perotti, 1999).

Taking potential endogeneity into account, we find that government size significantly reduces

the magnitude of fluctuations in output and consumption growth rates when LTV ratios are

2It must be noted however, that the presence of rule-of-thumb agents by itself is not necessarily sufficient to
generate an expansionary consumption response of aggregate consumption. While rule-of-thumb behavior reduces
the impact of the negative wealth effect, labor income must increase to obtain a positive consumption response.
Therefore, as pointed out by Gaĺı et al. (2007), prices have to be sufficiently sticky. Otherwise, the lower marginal
labor productivity associated with higher employment leads to a decline in real wage.

3Although credit market frictions are perhaps the most prominent interpretation, rule-of-thumb behavior can
be motivated in a number of ways, such as buffer-stock savings behavior (Mankiw, 2000) or deviations from
rationality in the form of myopia or debt aversion (Thaler, 1992).
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low, that is, when credit is relatively tight. When LTV ratios are high, in contrast, government

size exerts a positive, albeit insignificant effect. Thus, while we partly confirm the findings in

Gaĺı (1994) and Fatás and Mihov (2001), we contribute to the literature by showing that the

stabilizing effect of government size is closely related to the availability of credit. This result

also provides additional empirical support for the literature that emphasizes the role of financial

market frictions for the transmission of fiscal policy.

Our paper is closely related to the branch of the literature that studies the influence of

credit market frictions on the transmission of fiscal policy. On the basis of a stochastic general

equilibrium (DSGE) model estimated with U.S. data, Bilbiie et al. (2008) argue that increased

asset market participation over time has reduced the influence of fiscal policy shocks in the U.S.

To analyze the transmission of fiscal policy in the euro area, Forni et al. (2009) estimate a DSGE

model featuring rule-of-thumb agents. Auerbach and Feenberg (2000) and Dolls et al. (2012)

analyze the effects of automatic stabilizers using a micro-simulation model and conclude that

their effectiveness depends strongly on the presence of credit constraints. Perotti (1999) also

takes LTV ratios into account when analyzing the effects of fiscal policy on consumption growth.

While he is primarily interested in demonstrating that fiscal contractions can have expansionary

effects on private consumption in times of fiscal distress, we are interested in the influence of

fiscal policy on the amplitude of fluctuations in general. Auerbach and Gorodnichenko (2010)

show that fiscal multipliers are larger in recessions than in boom periods. This result is consistent

with our findings since credit constraints are more likely to be binding in recessions as argued

in Tagkalakis (2008).

The remainder of the paper is structured as follows: in Section 2, we discuss estimation

strategy and describe the data set. Section 3 presents our estimation results. Section 4 concludes

the paper.

2 Estimation Strategy and Data

Our analysis is based on variants of the following regression:

Fluctuationit = αGit + βGlobit + λi + λt + εit, (1)

where Fluctuationit is a measure of the amplitude of business cycle fluctuations, Git is a proxy

for government size, Globit is a control variable that captures the degree of openness, and λi

and λt are country and year fixed effects, respectively.
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We follow Morgan et al. (2004) and construct a measure of the amplitude of fluctuations in

real GDP growth based on the estimated residual, ûit, of the regression

∆ log yit = νi + νt + uit, (2)

where yit is real GDP and νi and νt denote country and year fixed effects respectively. We

define the dependent variable in equation (1) as Fluctuationit = |ûit|, which is the size of the

deviation of real GDP growth from average growth for a given country-year (see also Kalemli-

Ozcan et al., 2010; Thesmar and Thoenig, 2011). Since Fluctuationit varies across countries and

also across time, we are able to exploit the panel structure of the data. Thus, here we deviate

from Fatás and Mihov (2001) who use the standard deviation of real output growth to measure

the size of business cycle fluctuations and limit their analysis to a cross-section of countries.

We also estimate variants of equation (1) where we replace the amplitude of fluctuations in

real output growth with the amplitude of fluctuations of real consumption growth to determine

whether fiscal policy exerts a stabilizing influence on private demand. For these estimations, we

construct a measure of the amplitude of real consumption growth fluctuations analogously to

output growth fluctuations. Bootstrapped standard errors are reported throughout the paper

to account for the construction of Fluctuationit.

We measure government size either by the log of the ratio of government spending to GDP,

denoted by Govit, or by the log of tax revenues to GDP, Taxit. While Govit is frequently used

as an indicator of the extent of stabilization policy (see e.g. Fatás and Mihov, 2001), we use

Taxit as an additional proxy since government revenues are rather sensitive with respect to the

business cycle (see e.g. Auerbach and Feenberg, 2000; Cottarelli and Fedelino, 2010). Although

we interpret government size as an indicator for the stabilizing role of fiscal policy, countries

characterized by large government sectors may also be exposed to destabilizing fiscal shocks

to a greater extent. Fatás and Mihov (2003) show that discretionary policy implemented in a

way that is unrelated to macroeconomic conditions increases the volatility of real GDP growth.

Nevertheless, as long as fiscal shocks are quantitatively small, the effect of systematic fiscal

policy should prevail. Forni et al. (2009) conclude that fiscal policy shocks contribute little to

the cyclical variability of macroeconomic variables in the euro area.

We include the log of the KOF index of economic globalization (Dreher, 2006), denoted by

Globit, to control for openness. Rodrik (1998) finds that more open countries experience more

volatile fluctuations. Using firm-level data, di Giovanni and Levchenko (2009) also conclude that

trade openness increases volatility. In contrast, Haddad et al. (2010) argue that openness may
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also reduce volatility if countries are sufficiently diversified. In addition, Ilzetzki et al. (2010)

find that fiscal multipliers are smaller in open economies. By controlling for openness, we also

take into account that the effectiveness of fiscal policy may depend on the degree of openness.

The KOF index provides a summary measure of the economic dimension of globalization. Note,

however, that the KOF index may be endogenous in equation (1) since it captures, among

other things, actual economic flows such as foreign direct investment, that may depend on

business cycle volatility. To cope with this issue we re-estimate our specifications using only the

economic restrictions part of the index. Since these restrictions refer to the institutional and

legal environment, they are plausibly exogenous for our purposes. Since the estimation results,

which are available upon request, are rather similar to those obtained with the overall index, we

rely on Globit in our main analysis as it captures economic globalization in a broader way.4

Our data set comprises 18 OECD countries, listed in Table 1, and covers the period from 1970

to 2007. Real GDP growth rates are taken from the OECD Country Statistical Profiles 2010

database and real private final consumption expenditures from the OECD Economic Outlook

database. For Germany, we use consumption data provided by the German Federal Statistical

Office (Destatis) for the period before 1991. Government spending series are taken from the

OECD Economic Outlook database, where we use data from Andres et al. (2008) to substitute

missing values. Tax revenue series come from the OECD Revenue Statistics database. Figure 1

shows that spending and tax revenues as percentages of GDP, averaged over countries, increased

over time and the increase is more pronounced for spending than for revenues. Moreover, the

increase in spending reversed in the early 1990s because of consolidation measures taken in many

European countries.

Note that our sample includes the well documented decline in macroeconomic volatility

during the mid 1980s associated with the Great Moderation (see e.g. Stock and Watson, 2005).

Since we include time fixed effects, we control for changes in the amplitude of fluctuations that

are common to all countries in the sample (see also Coric, 2011, for a discussion of the global

dimension of the Great Moderation). Furthermore, since we also include country fixed effects in

equation (1), we capture any influence of institutional variables, such as characteristics of the

electoral and the political system, which are emphasized in Carmignani et al. (2011).

Government size, measured either by Govit or Taxit, can to be endogenous in equation (1)

since large fluctuations in output growth are likely to trigger fiscal policy responses that result

4Potential endogeneity problems are also the reason for why we do not include other control variables which
are closely related to GDP as in Fatás and Mihov (2001).
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in variations in the ratios of government spending and tax revenues to GDP. To allow for a

causal interpretation, we identify the exogenous variation in government size using instrumental

variables that are related to structural aspects and are therefore plausibly exogenous with re-

spect to the amplitude of the business cycle. Specifically, we use the log of the urban population

as a percentage of the total population, Urbanit, and the fraction of left-wing parties in parlia-

ment, Leftit to instrument Govit and Taxit. While the public finance literature suggests that

urbanization is likely to influence the size of governments, the sign of the effect is ambiguous a

priori. Although countries with larger urban populations may be able to provide public services

at a lower cost by exploiting economies of scale (see e.g. Fatás and Mihov, 2001), it is also con-

ceivable that a highly concentrated population leads to congestion in the consumption of public

services. Hence, government action to prevent congestion externalities becomes increasingly

necessary and, as a consequence, may result in a higher public spending (Buchanan, 1970). For

Leftit, the party ideology hypothesis (see e.g. Le Maux et al., 2010) suggests a positive sign

in the first-stage regression since left-wing governments typically spend more than right-wing

governments. Leftit is defined as the share of votes that socialist, left-socialist and communist

parties obtained in the last parliament election. We calculate Urbanit based on data provided

by the United Nations World Urbanization Prospects database and data for the construction

of Leftit are taken from Armingeon et al. (2010).5 Note that our panel is slightly unbalanced

because of missing values of Leftit for Greece, Portugal and Spain in the early 1970s.

We measure the availability of credit using the LTV ratios reported in Almeida et al. (2006)

for the 1970s, 1980s, and 1990s. Since our macroeconomic series run until 2007, we extend the

series until the end of our sample with the LTV ratios reported for the 1990s.6 For Austria,

Greece, Portugal, and for Japan for the 1970s, we use data reported in Tagkalakis (2008). As

in Jappelli and Pagano (1994) and Perotti (1999) we distinguish between loose and tight credit

constraints in the following way: we define a dummy Lit as Lit = 1 if the LTV ratio in country

i in year t is at least 80 percent and Lit = 0 otherwise. Country-years for which Lit = 0 are

considered to be characterized by tight constraints on the availability of credit and country-years

with Lit = 1 are considered to be observations for which constraints are less binding. What we

are primarily interested in is the influence of the availability of credit on the relationship between

5Except for Leftit, all right-hand side variables enter in logs. Leftit enters in levels since some observations
are equal to zero.

6In a closely related paper, Dolls et al. (2012) proxy credit constraints using variables such as financial wealth,
home ownership, and survey outcomes. The availability of these variables is substantially more limited than for
the LTV ratio which renders them unsuitable for our analysis.
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government size and the size of business cycle fluctuations. To investigate this issue, we estimate

equation (1) separately for observations characterized by loose or tight credit constraints. That

is, we compare the effect of government size across the two subsamples characterized by either

Lit = 0 or Lit = 1.

Note that a sample selection problem could arise if Fluctuationit influences the assignment

of observations to one of the two groups for which we estimate equation (1). However, since

the construction of Lit relies on the long-run behavior of the LTV ratios, it is more likely to

mirror structural characteristics of the financial system and therefore Lit is credibly exogenous

with respect to Fluctuationit. In fact, Table 1 shows that the assignment of observations

into groups of tightly and loosely credit constrained observations is quite stable over time.

Although some countries switch between groups, these switches do not appear to be driven by

the macroeconomic conditions prevalent at the time of the switch. For instance, several countries

switch to the group characterized by relatively loose constraints in the early 1980s, a time of

high macroeconomic volatility. It is hard to imagine that banks eased access to credit because

of a highly volatile macroeconomic environment.

It still appears conceivable that the degree to which credit constraints bind depends on the

average size of fluctuations. Suppose that countries that experience more volatile business cycles

on average also tend to be characterized by lower LTV ratios, as lenders adjust their behavior over

time. Then countries with relatively pronounced fluctuations in macroeconomic activity would

be included in the Lit = 0 group. In addition, a selection bias could also arise if the construction

of Lit is driven by variables that are related to both: the size of fluctuations and LTV ratios.

In either case, we should observe systematic differences in the size of fluctuations across the

two groups. However, in our sample the average magnitude of output growth fluctuations is

fairly similar in both groups. The mean of Fluctuationit is 1.247 percentage points for country-

years characterized by loose constraints and 1.249 percentage points for country-years with tight

constraints.7 Moreover, a two-sample Kolmogorov-Smirnov test for equality of distributions does

not reject the null hypothesis that the realizations of Fluctuationit in both groups of observations

are drawn from the same distribution.8

While selection problems seem unlikely, we nevertheless test for the presence of a sample

selection bias combining the procedures proposed by Lee (1978) and Semykina and Wooldridge

(2010): we first estimate a pooled probit regression with Lit as the dependent variable (see also

7The average annual growth rate of real GDP is slightly below 3 percent in the full sample.
8The null hypothesis that the observations in the two subsamples are drawn form the same distribution is not

rejected with a p-value of 0.608.
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Wooldridge, 2010, p. 833). As explanatory variables we use the exogenous regressor in equation

(1), Globit; the excluded instruments Leftit and Urbanit; as well as their country-means. In

addition, we also include a dummy variable indicating the legal tradition of country i which we

denote by Civili, to improve the explanatory power of the probit regression. This dummy is

defined as Civili = 1 if country i has a civil law tradition and Civili = 0 in case of a common

law tradition. La Porta et al. (1997) argue that countries with a common law tradition offer

systematically better investor protection which fosters the development of financial markets. To

the extent that developed financial markets also provide easier access to credit, we expect civil

law countries to have lower LTV ratios.9 Data on the legal tradition are taken from La Porta

et al. (1997).

The next step in the testing procedure is to calculate the inverse Mills ratios for country-year

pairs with loose and tight constraints: For country-year pairs with loose credit constraints, let

Mills1it = φ(z′π)/Φ(z′π), where z is the vector of regressors and π is the vector of estimated

parameters of the probit model. φ(z′π) and Φ(z′π) are the density and cumulative probability

distribution functions of the standard normal distribution evaluated at z′π. Similarly, Mills0it =

−φ(z′π)/(1−Φ(z′π)) is the inverse Mills ratio for country-years with tight constraints. Finally,

we reestimate equation (1) by fixed effects two-stage least squares and include Mills0it or

Mills1it as additional regressors. If either of the two inverse Mills ratios turns out to have

explanatory power in the second-stage regressions, then the original estimations may suffer from

a selection bias.

Given the relatively long time dimension of our panel relative to the cross-sectional dimen-

sion, non-stationarity of the series could be of concern. We determine the integration properties

of the variables using the panel unit root test of the Phillips-Perron-Fisher type (see e.g. Breitung

and Pesaran, 2005). This test is appropriate for our dataset since it relies on T asymptotics with

fixed N and allows for unbalanced panels. To account for a limited amount of cross-sectional

dependence, we subtract the cross-sectional mean of each variable. Since the Fluctuationit

variables do not trend over time, we only include country fixed effects in the regressions. For

the remaining variables, we include a time trend and country fixed effects. We test the null

hypothesis of a unit root using different lag lengths, that is, with different orders of residual

autocorrelation. We set the maximum lag length to 4, which roughly corresponds to T 1/3 (see

Said and Dickey, 1984). Table 2 shows that we can reject the null hypothesis of a unit root at

least at the 10-percent level in all but one case. For Govit, the significance level is 14.3 percent

9Almeida et al. (2006) also relate financial development to LTV ratios.
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when only one residual lag is considered. For higher lag lengths, the test also rejects the null

hypothesis also for Govit at standard levels of significance. Overall, these results indicate that

the series are stationary.

3 Estimation Results

Table 3 presents the results for basic specification (1) using government spending as a percentage

of GDP, Govit, to measure government size. Column (I) shows the results for the full sample

and Columns (II) and (III) display the results for country-year pairs with LTV ratios of at least

80 percent (Column II) or below 80 percent (Column III).

From Column (I) we see that Govit exerts the expected dampening influence on output

growth fluctuations in the full sample, which is in line with the results reported in Fatás and

Mihov (2001). While Fatás and Mihov (2001) use a different measure of volatility and estimate

a cross-section regression, they report estimated coefficients which are of a similar order of

magnitude. The control variable Globit is positively signed, but insignificant. The first-stage

results are rather satisfactory. The instruments Leftit and Urbanit are both highly significant

and enter the first-stage with the expected signs. Leftit exerts a positive effect on Govit, which

is in line with the party ideology hypothesis and the positive effect of Urbanit is consistent

with the idea that the provision of public services is more expensive in urban areas because

of congestion. The Hansen J-test does not reject the null hypothesis that the instruments are

uncorrelated with the error term in the second-stage regression, suggesting that our instruments

are valid. Since we obtain a (bootstrapped) F -statistic for the excluded instruments of 61.25, we

also consider our instruments to be strong. Note also that Globit exerts a significantly positive

effect in the first-stage regression, which supports Rodrik (1998) who argues that more open

economies have larger governments.

We are mainly interested in how the influence of government size differs across observations

characterized by loosely or tightly binding credit constraints, that is, high and low LTV ratios.

Comparing Columns (II) and (III) shows that the dampening effect of Govit is present only in the

subsample comprising country-years characterized by tight constraints. In contrast, when credit

constraints are loose, fiscal policy has a positive, but insignificant influence on the magnitude of

output fluctuations.

These effects of government size on output growth volatility are quantitatively substantial.

Suppose the share of government expenditures in GDP increases by 10 percent. Such an increase
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would raise the average share of government spending in GDP in the Lit = 0 subsample from

44.6 percent to 49 percent. Since the estimated coefficients in Table 3 are semi-elasticities this

increase in Govit reduces Fluctuationit by 0.37 percentage points, which corresponds to roughly

30 percent of the average amplitude of output growth fluctuations in the subsample characterized

by binding credit constraints. In contrast, if credit constraints are relatively loose, a ten-percent

increase in the share of government expenditures in GDP increases average output volatility by

about 17.5 percent.10

The first-stage regression results are similar to those reported in Column (I). Although Leftit

is insignificant in Column (II) and Urbanit is insignificant in Column (III), both instrumental

variables remain positively signed, and the F -test and J-test statistics indicate that the instru-

ments are strong and valid in both subsamples.

Does our estimation suffer from a sample selection bias? To analyze this issue, we test for

a selection bias using the procedure described in Section 2. Column (I) in Table 4 shows the

estimation results for the probit regression with Lit as the dependent variable. Globit is highly

significant in this estimation, albeit negatively signed, which is somewhat surprising as one would

expect that highly globalized countries provide better access to credit. Urbanit and Leftit are

both negatively signed, but only Urbanit is significant. Finally, Civili = 1 significantly reduces

the probability that the LTV ratio in country i is at least 80 percent. Thus, countries with

a civil law tradition have a significantly higher probability of being characterized by tighter

constraints. Assuming that access to credit is more restricted in countries with less developed

financial systems, this result is consistent with La Porta et al. (1998) who argue that countries

with civil law legal traditions tend to have less developed financial systems. Columns (II) and

(III) show that the inverse Mills ratios obtained from the probit estimation are insignificant in

the second stages in both subsamples, indicating the absence of a sample selection bias.

As additional robustness checks, for which detailed estimation results are available upon

request, we also estimate the basic specification of dropping single years and single countries

and find that our conclusions do not change. Similarly, weighting countries by their populations

does not change the results.

Table 5 presents the results for Taxit as an alternative measure of government size. Columns

(I) to (III) show that using Taxit does not change our conclusions with respect to credit con-

straints. Recall from Figure 1, that government spending and tax revenues as percentages of

10According to Table 3, a one-percent increase in government size reduces Fluctuationit by 0.0373 percentage
points if Lit = 0, and increases Fluctuationit by 0.0219 percentage points if Lit = 1. The sample means of
Fluctuationit are 1.25 for the Lit = 0 and Lit = 1 observations, respectively.
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GDP evolve somewhat differently over time. Nevertheless, we obtain rather similar results with

both proxies for government size. Yet, quantitatively, the effects of government size are now

more pronounced regardless of the tightness of credit constraints. This result is not unexpected,

since tax revenues are highly responsive to the business cycle and the ratio of tax revenues to

GDP may therefore capture the response of fiscal policy to the business cycle to a greater extent

than Govit. Although the F -test statistic is below the rule-of-thumb value of 10 suggested by

Staiger and Stock (1997), in the subsample for Lit = 1, the first-stage regression results are in

line with the results presented in Column (II) in Table 3.11

The last years included in our sample, from the early 2000s until the onset of the global

financial crisis during the summer of 2007, were characterized by an abundance of liquidity

and rather loose financial conditions on a global level. As it seems plausible that these factors

increased the availability of credit to an extent that may not be fully captured by the LTV

ratios, our results might be influenced by these exceptional financial conditions. To see if this

is indeed the case, we exclude these years from the estimation sample. The estimation results

for the shorter sample in Table 6, for Govit in Columns (I) to (III) and for Taxit in Columns

(IV) to (VI) confirm our main finding that the stabilizing effect of fiscal policy depends on the

availability of credit. We also see that the dampening effect of government size proxied by either

Govit or Taxit obtained for Lit = 0 observations is larger when we exclude the most recent

years. This outcome is consistent with our assertion that exceptionally loose credit constraints

in recent years reduced the stabilizing effect of government size.

While the 2000s were exceptional with respect to financial conditions, the 1990s were charac-

terized by important institutional changes in a number of the countries included in our sample.

For EU member countries, the Treaty of Maastricht stipulates the Excessive Deficit Procedure

(EDP), which established numerical fiscal deficit and debt rules as a prerequisite for membership

in the European Monetary Union (EMU). In light of the EDP several EU countries introduced

or renewed fiscal rules during the 1990s (Debrun et al., 2008).12 Changes in the institutional

framework within which fiscal policy operates were not limited to EU member countries. Japan,

for instance, adopted a new fiscal rule in 1996, and in 1997 a new fiscal spending act was passed

to reduce public deficits and expenditure growth (Von Hagen, 2006).

11We also tested for a selection bias in this specification with Taxit. Results are overall similar to those found
with Govit and do not indicate the presence of a selection bias.

12For instance, real expenditure ceilings and rules with respect to the allocation of excess revenues were in-
troduced in the Netherlands in 1994. In Austria, a National Stability Pact was stipulated in 1999 to ensure
compliance with the EDP and the Treaty of Amsterdam.
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One could argue that these institutional changes may have changed the relationship between

fiscal policy and the business cycle and might therefore influence our results. Although the

ability of fiscal policy to counteract business cycle fluctuations may have become increasingly

limited because of the introduction of fiscal rules, leading to more volatile cycles, fiscal rules may

also have decreased the size of fluctuations by reducing the magnitude of discretionary policy

shocks.13 To eliminate any potential influences that the institutional changes implemented

during the 1990s may have on our analysis, we shorten the sample period further to end in 1991,

the year before the EDP was stipulated.

Table 7 shows that the estimation results for this sample also support our main conclusion

that government size exerts a dampening effect only when credit constraints are tight (Columns

(III) and (VI)). Although the coefficients are significant only at the 13- and 11-percent sig-

nificance levels in the L = 0 subsample, they are in a similar order of magnitude as in the

corresponding columns of Table 6. Thus, it appears that the institutional changes implemented

during the 1990s had only a limited influence on the relationship between government size and

output volatility. The exceptionally loose financial conditions that prevailed during the 2000s

had a relatively larger influence.

Finally, it is still possible that our estimations pick up a composition effect. Do countries

with larger government sectors experience smaller fluctuations simply because the public sector

is less volatile than the private sector? An alternative interpretation is that fiscal policy manages

to dampen fluctuations in economic activity by exerting a stabilizing influence on private sector

demand. Note that the composition effect should operate independently of LTV ratios. In this

sense, our results presented thus far already suggest that we do not pick up a composition effect

because the effect of Govit turns out to be closely related to the LTV ratio. Nevertheless, to

provide additional evidence, we reestimate equation (1) with the volatility of real consumption

growth as the dependent variable and either Govit or Taxit as a proxy for governrnment size.

If fiscal policy exerts a stabilizing influence via private demand, then we should also observe

a negative relationship between government size and the volatility of real consumption growth

rates in countries with tight credit constraints.

We see from Table 8 that government size, measured by either Govit (Columns (I) to (III)), or

by Taxit (Columns (IV) to (VI)), exerts a dampening effect on consumption growth fluctuations

only for country-years with relatively tight credit constraints. The low first stage F -statistic in

13Fatás and Mihov (2006) show for federated states in the U.S. that the second effect dominates and that fiscal
rules have dampened state business cycles.
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Column (V) signals that the estimation with Taxit likely suffers from weak instruments when the

sample characterized by loose constraints is considered. Overall, however, these results support

the interpretation that in cases of tight credit constraints, fiscal policy manages to stabilize

private sector demand, which, in turn, feeds back to economic activity and results in smoother

business cycles.

4 Summary and Concluding Remarks

In this paper, we study how the availability of credit influences the stabilizing influence of gov-

ernment size on the business cycle. We essentially combine two strands of the existing literature:

the first studies the influence of government size on the volatility of fluctuations in economic

activity and the second stresses credit market frictions as a crucial element for the transmission

of fiscal policy. We find that credit market frictions indeed play a key role. While government

size exerts a statistically and economically significant dampening effect on output growth fluc-

tuations when credit is tight, government size may even be associated with more pronounced

business cycles when credit is readily available. These results are fully consistent with the

theoretical prediction that credit market frictions, which make demand strongly dependent on

current income, are essential for fiscal policy to exert a stabilizing influence.

Based on estimates of the fiscal multiplier, Ilzetzki et al. (2010) conclude that the effec-

tiveness of fiscal policy has declined over time owing to increasing trade integration and a less

accommodating monetary policy stance. Our results provide a complementary reason for the

decline in the effectiveness of fiscal policy over time, namely increased asset market participation

and a readier access to credit. In our sample, six of the 12 countries characterized by tight credit

constraints in the 1970s show increasing LTV ratios over time (see Table 1). Only one country

(Sweden) shows a decline in its LTV ratio. Hence, given our results, this trend toward greater

credit availability may be another reason why fiscal multipliers have declined over time.

Finally, although we find that larger governments exert a dampening effect on output volatil-

ity, it should be kept in mind that the overall welfare implications of larger governments are not

easy to evaluate. While smoother business cycles should be welfare improving, recent analysis

(see e.g. Folster and Henrekson, 2001; Uhlig, 2010) documents that pairing larger governments

with unfavorable expenditure and tax structures, may have adverse consequences on the long-run

growth performance of an economy.
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Table 1: Loose and Tight Credit Constraints

Loose constraints: Lit = 1 Tight constraints: Lit = 0

Australia 1980-2007 1970-1979
Austria 1970-2007
Belgium 1990-2007 1970-1989
Canada 1980-2007 1970-1979
Finland 1970-2007
France 1970-2007
Germany 1990-2007 1970-1989
Greece 1970-2007
Ireland 1970-2007
Italy 1970-2007
Japan 1970-2007
Netherlands 1970-2007
Norway 1980-2007 1970-1979
Portugal 1970-2007
Spain 1980-2007 1970-1979
Sweden 1970-1989 1990-2007
United Kingdom 1970-2007
United States 1970-2007

Notes: Loan-to-value ratios that exceed 80 percent indicate loose credit constraints. The
grouping of observations is based on LTV ratios reported in Almeida et al. (2006). For
Austria, Greece, and Portugal and for Japan for the 1970s , we use the LTV ratios reported
in Tagkalakis (2008).
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Table 2: Fisher-Phillips-Perron-type Panel Unit Root Test (p-values)

Number of Included Lags
1 2 3 4

Fluctuationit (Output growth) 0.0000 0.0000 0.0000 0.0000
Fluctuationit (Consumption growth) 0.0000 0.0000 0.0000 0.0000
Govit 0.1429 0.0960 0.0709 0.0681
Taxit 0.0278 0.0269 0.0274 0.0327
Globit 0.0583 0.0588 0.0534 0.0646
Leftit 0.0282 0.0153 0.0119 0.0265
Urbanit 0.0000 0.0000 0.0000 0.0000

Notes: The table shows the p-values for the inverse χ2 test statistic with 38 degrees of
freedom. The top line gives the number of lags included. The null hypothesis is that
the series contain unit roots. For the Fluctuationit variables, country fixed effects
are included in the regressions. For all other variables, a time trend and country fixed
effects are included.

Table 3: Government Size, Credit Constraints and Output Growth Fluctuations

(I) (II) (III)
Full Sample Loose Constraints Tight Constraints

Lit = 1 Lit = 0

Govit -2.7392* 2.1939 -3.7300*
(1.5377) (2.4738) ( 2.1059)

Globit 1.2367 -2.1005 1.3412
(1.0829) (2.1942) ( 1.1774)

Obs 668 358 310

First stage regression results
Globit 0.5875*** 0.7142*** 0.3756***

(0.0546) (0.0721) (0.1130)
Leftit 0.0028*** 0.0007 0.0048***

(0.0008) (0.0009) (0.0011)
Urbanit 0.7455*** 1.0656*** 0.1026

(0.1115) (0.1707) (0.2156)
F -statistic 61.25 19.72 34.52
adjusted R2 0.8190 0.7879 0.8734
OID (p-value) 0.2860 0.2148 0.4647

Notes: The table shows 2SLS estimation results for the full sample in Column (I),
for country-years characterized by loose constraints, that is, LTV ratios that exceed
80 percent in Column (II), and for country-years characterized by tight constraints,
that is LTV ratios below 80 percent in Column (III). The dependent variable is the
magnitude of output growth fluctuations, Fluctuationit. Government size, Govit
is instrumented with the urban population as a percentage of the total population,
Urbanit, and the fraction of left-wing parties in parliament, Leftit. Bootstrapped
standard errors in brackets. ∗∗∗, ∗∗, and ∗ denote statistical significance at the 1-
percent, 5-percent, and 10-percent level. The table reports the F -statistic of the
excluded instruments and adjusted R2 for the first-stage estimation. OID (p-value)
is the p-value associated with the Hansen J-test of the over-identifying restrictions.
All specifications include country and year fixed effects.
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Table 4: Testing for Sample Selection Bias

(I) (II) (III)
Probit Second Stage Regression Results

Loose constraints Tight constraints
Lit = 1 Lit = 0

Govit 2.6706 -3.5598
(3.2293) (3.3057)

Globit -4.1618*** -2.0784 0.2627
(0.8911) (2.0945) (1.9991)

Urbanit -6.5785***
(2.0784)

Leftit -0.0059
(0.0108)

Civili -1.9346***
(0.2230)

Mills1it -0.2362
(0.6952)

Mills0it 0.5973
(1.3822)

OID (p-value) 0.2149 0.3276
Observations 668 358 310
(Pseudo) R2 0.3122

First Stage Regression Results
Globit 0.6716*** -1.2913***

(0.0894) (0.2341)
Urbanit 1.0064*** -1.3829***

(0.2222) (0.2398)
Leftit 0.0007 0.0007

(0.0009) (0.0009)
Mills1it 0.0277

(0.0476)
Mills0it -0.7557***

(0.0988)
F -statistic 10.39 19.41
adjusted R2 0.7875 0.8999

Notes: Notes: Column (I) shows probit estimation results. The dependent vari-
able is equal to one for country-years when the LTV ratio exceed 80 percent, and
equal to zero otherwise. Columns (II) and (III) show 2SLS estimation results for
country-years characterized by loose constraints, that is LTV ratios of at least 80
percent in Column (II), and for country-years characterized by tight constraints,
that is LTV ratios below 80 percent in Column (III). The dependent variable is the
magnitude of output growth fluctuations, Fluctuationit. Government size, Govit
is instrumented with the urban population as a percentage of the total popula-
tion, Urbanit, and the fraction of left-wing parties in parliament, Leftit. Civili
is a dummy variable that is equal to one if country i has civil law legal tradition.
Bootstrapped standard errors are in brackets. ∗∗∗, ∗∗, and ∗ denote statistical
significance at the 1-percent, 5-percent, and 10-percent level. The table reports
the F -statistic of the excluded instruments and adjusted R2 for the first-stage
estimation. OID (p-value) is the p-value associated with the Hansen J-test of the
over-identifying restrictions. Mills1it and Mills0it are the inverse Mills ratios
from the Probit regression summarized in Column (I). All specifications include
country and year fixed effects.
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Table 5: Government Size Measured as Tax Revenues to GDP
(I) (II) (III)

Full Sample Loose Constraints Tight Constraints
Lit = 1 Lit = 0

Taxit -4.2769 4.2459 -5.1480*
(2.7773) (6.7806) ( 3.1002)

Globit 1.6512 -2.1294 3.2108*
(1.4571) (3.0690) ( 1.9219)

Obs 668 358 310

First stage regression results
Globit 0.4677*** 0.3855*** 0.6273***

(0.0450) (0.0516) (0.0919)
Leftit 0.0016** 0.0006 0.0032***

(0.0007) (0.0007) (0.0010)
Urbanit 0.4816*** 0.4413*** 0.1355

(0.1073) (0.1338) (0.1967)
F -statistic 18.76 5.83 13.94
adjusted R2 0.8965 0.9168 0.9051
OID (p-value) 0.2365 0.2027 0.3952

Notes: The table shows 2SLS estimation results for full sample, for country-years
characterized by loose constraints, that is, LTV ratios that exceed 80 percent, and
for country-years characterized by tight constraints, that is LTV ratios below 80
percent. The dependent variable is the magnitude of output growth fluctuations.
Government size, Taxit, is instrumented with the urban population as a percentage
of the total population, Urbanit, and the fraction of left-wing parties in parliament,
Leftit. Bootstrapped standard errors are in brackets. ∗∗∗, ∗∗, and ∗ denote statistical
significance at the 1-percent, 5-percent, and 10-percent level. The table reports the
F -statistic of the excluded instruments and adjusted R2 for the first-stage estimation.
OID (p-value) is the p-value associated with the Hansen J-test of the over-identifying
restrictions. All specifications include country and year fixed effects.
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Figure 1: Average Government Size

30
35

40
45

50

1970 1980 1990 2000 2010
year

Notes: The solid line is average government spending as a percentage of GDP and the broken line
is average tax revenues as a percentage of GDP. Each series is constructed as the cross-section
average at each point in time for the period from 1970 to 2007.
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