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Vorwort der Tagungsleitung

Die Multikonferenz Wirtschaftsinformatik (MKWI) ist eine etablierte im zweijahrigen
Turnus stattfindende Konferenz der Wirtschaftsinformatik-Community. In diesem
Jahr findet die MKWI vom 6. — 9. Marz 2018 an der Leuphana Universitat Lineburg
statt und bietet mit 29 Teilkonferenzen und Plenumsveranstaltungen ein Forum fur
den Austausch und die Diskussion innovativer Forschungsergebnisse.

2018 steht die MKWI unter dem Motto ,,Data driven X — Turning Data into Value*
und adressiert damit die fir Unternehmen hochaktuelle und potenzialtrachtige Frage,
wie die exponentiell wachsenden Datenbestande in Unternehmen optimal genutzt
werden kdénnen. Das Konferenzmotto wird insbesondere in den Teilkonferenzen
Analytics in Mobility, Business Analytics, cyber-physische Systeme, Data Analytical
Processes in IS, digitale Okosysteme und Plattformen, E-Commerce, E-Health,
Internet of Value and Blockchain sowie Social Media Analytics wieder aufgegriffen.
DarUber hinaus zeigt die Breite der Themen in den Teilkonferenzen, dass die
Wirtschaftsinformatik in der Forschung Kernthemen der digitalen Transformation
aufgreift und vorantreibt. Mit dem ,Student Track® zeigt die Wirtschaftsinformatik-
Community erneut ihren Einsatz fir den wissenschaftlichen Nachwuchs.

Insgesamt wurden 342 wissenschaftliche Beitrdge eingereicht. Von 297
eingereichten Vollbeitragen wurden 162 flr die Prasentation auf der Konferenz
akzeptiert (Annahmequote 55%). Der Begutachtungsprozess erfolgte in den
einzelnen Teilkonferenzen und wurde von den jeweiligen Teilkonferenzleitungen
organisiert. Dabei wurde jeder Beitrag in anonymisierter Form von mindestens zwei
Personen begutachtet. Unser groBer Dank geht an die Leitungen der
Teilkonferenzen fir die Organisation des Begutachtungsprozesses sowie an die
Programmkomitee-Mitglieder und die Gutachter fir ihre Unterstitzung.

Eine wissenschaftliche Konferenz mit mehr als 700 Teilnehmerinnen und
Teilnehmern ist ohne die Unterstitzung vieler engagierter Personen undenkbar. Von
den mehr als 50 beteiligten Personen gilt unserer besonderer Dank Stefanos
Dimitriadis, der als Projektleiter mit groBem Geschick die Faden Uber die letzten
eineinhalb Jahre zusammengehalten hat, sowie Sabine Prigge und Madlen
Schmaltz, die die unzdhligen kleinen und groBen Herausforderungen einer
erfolgreichen Konferenz mit beeindruckendem Engagement angenommen und
gelést haben. Unser Dank gilt auch Christoph Martin fir die Begleitung des
Begutachtungsprozesses und die Erstellung des vorliegenden Tagungsbands.

Last but not least, danken wir ausdricklich unseren Sponsoren, die die
Wirtschaftsinformatik-Community unterstitzen und durch die diese Konferenz
finanziell aber auch inhaltlich erst méglich wurde. Insbesondere danken wir der
SENACOR Technologies und der AXA Versicherung als Hauptsponsoren sowie Dell
EMC, Volkswagen Financial Services, Werum und 29forward als Sponsoren. Als
Medienpartner unterstitzen die Konferenz: BISE, Gl, IHK Llneburg-Wolfsburg,
Landeszeitung und Springer Verlag.

Lineburg, im Marz 2018

Paul Drews Burkhardt Funk Peter Niemeyer Lin Xie
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Abstract. Automated driving trucks promise significant improvements with
regards to traffic, logistic costs and emissions. Platooning can be seen as the next
technological step in this direction. While the body of literature reflects the
engineering perspective of platooning extensively, an Information Systems
discussions about user-centered business models are rare. Our paper aims to
strengthen the Information Systems perspective on platooning and its inherent
business models. Up to the current state of our project, we found that intra-fleet
platooning can be understood as an amortization issue, while inter-fleet
platooning requires complex matching algorithms, motivational incentives for
drivers and fleets and easy plus fast payment solutions. We built a Monte Carlo
simulation for an inter-fleet platooning app and present preliminary results.

Keywords: Platooning, Autonomous Driving, Logistic Research, Logistics,
Vehicle2Vehicle Communication

1 Introduction

1.1  Problem Relevance and Research Questions

Platooning can be defined as “(...) coupling two or more vehicles without a physical
link to form a train” [14]. Public challenges with wireless connected trucks took already
place in California, Japan and Europe; across national borders and under real traffic
conditions [16]. The primary motivation for engineers to develop platooning was for
sure the fuel-saving potential. It is a scalable factor for transportation companies even
with little savings because fuel equals one-third of the operating costs of a heavy duty
vehicles (HDV) [10]. Platooning of long-haul trucks is moving more and more from a
science-fiction to a real-life technology. However, while technological confidence is
evolving, research rarely covers the economic aspects of platooning, as pointed out in
[3]: “One of the greatest neglects in the literature is how platooning will be developed
and operated in practice.” and further “It must also be understood that there will form
a business ecosystem around platooning, with many different actors cooperating and
competing with each other, and this raises important issues related to safety, due to
interoperability requirements and shared responsibilities”.

What makes platooning very interesting for researchers, is the multi-perspective
challenge of it [15]. Thus, an Information System (IS) view can support the research
initiatives in this field to set impulses into a user-centric added value of this new
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technology and business opportunity. For the latter one, some basic ideas can be found
in the literature, for instance [17] sees tremendous opportunities for truck fleets in the
mining industry, but also opens up the wide field for the entire logistics branch. As the
amount of potential savings will matter, linking as many trucks as possible might be a
good choice. In [10], up to 200 trucks get connected, which brings up the important
question, how platooning partners will find their matches; may it be within their own
fleet and transport company or may it be in the open market. We summarize the
described aspects with the following research questions: RQ1. Which basic business
models can be described for intra-fleet and inter-fleet platooning? RQ2. How could a
market for inter-fleet platooning look like, based on the current data available?

The paper is structured as follows: In the next section, we take a brief look at related
articles and — in the context of this paper — relevant platooning technologies. Based on
that, we create a concept of a business model for platooning in section 2. Then, a
simulation of our business model will be conducted, using Monte Carlo. In section 3,
we wrap up this research in progress paper, anticipating learnings of the simulation and
sharing an outlook onto the future research and project scope.

1.2 Related Work

The literature research will form the baseline for section 2, where we aim to build a
realistic market scenario for platooning. We conduct the review in common databases,
including SCOPUS, ScienceDirect, AISEL and Google Scholar. To ensure proper
quality, we limit the search to articles from peer-reviewed journals and conferences.

Synapsis. While automated driving in the passenger car segment came up already in
the 1950s, experiments with autonomous trucks started only in the 1990s [16]. Practical
tests proved already in 1995 the possibility of visual-based platooning. But even in such
an early stage of research in the 90s, researchers were aware of the fact which impact
platooning will have on the way to fully autonomous driving in technological and its’
economic perspectives [7]. General benefits of platooning are fuel saving and a variety
of other advantages: [1] analyzed, that 72% of greenhouse gas emissions has been
caused by road transportation; in [16] safety and drivers’ comfort are reflected, of
course under the assumption, that the long-term strategy of automated trucks is
driverless.

Fuel saving potential. It is common sense that shortening the distance between
trucks reduces the air drag, which reduces the fuel consumption. A study with 1,800
heavy-duty trucks driving through Europe, conducted in [11], shows that spontaneous,
manual platoons were formed in 1.2% of all routes by the drivers, simply by reducing
the safety clearance to the max. However, such a non-optimized and non-coordinated
approach only let to 0.07% fuel savings overall. Thus, a technological platooning
solution is obviously desirable. Early research of truck platooning predicted potential
savings in the range from 30 to 40 percent. In [2], a fuel reduction between 4.7 and
7.7% has been achieved, taking driving two identical loaded trucks at 70 km/h. But fuel



savings vary based on the individual circumstances, for instance [12] was able to
confirm a 7% fuel reduction for a 350km trip driving with 80km/h. In contrast to this,
[4] achieved in their experiments a saving potential from 12.1 to 19.8%, driving at a
speed of 60.1 km/h. Theoretical savings for the non-leading vehicle up to 20% are also
described in [10], but the authors identified the speed of the platoon, and the distance
between the trucks as critical factors. Thus, a realistic saving range from 9-10% could
be achieved, if all trucks start at the same node of a route. [2] has also shown, that the
load weight and the time gap between the trucks determine the fuel saving.

Economic scenarios and use cases. Scania and Volvo built industry-ready solutions
for well-defined scenarios, like mining, logistics or industry. Thus, productivity could
be increased, as well as safety for other vehicles and the truck drivers, especially in
dangerous mining or tunnel situations. But logistics and industry solutions in general
also describe a huge potential for platooning [17].

An unsolved question is an incentivization model. Why should a truck driver offer
platooning (and thus, fuel saving potential) to following trucks, instead of joining an
existing platoon chain? In [6] a game-theoretic approach focusing on road traffic can
be found, where platoons get incentivized but face a trade-off concerning road traffic,
time and so forth.

2 Towards a Business Model for a Truck Platooning Platform

2.1  Business Model Conception

Intra-fleet platooning. Seeking for future business models which can utilize this
technology, our approach follows two steps: Based on the literature research presented,
intra-fleet platooning and inter-fleet platooning can be clustered; both may inherent
own business models. To answer the research question, we strive for mathematical or
statistical evidence. We analyze intra-fleet platooning first by seeking for a
mathematical expression. The economic potential can be seen as the geographical area
between the original cost function and the new cost function with platooning:

Dsavings fab [c(x) — Cp (x)] dx 1)

where c(x) is the cost function without, cp(x) with platooning and they simply
differentiate in the fact that platooning vehicles will have a reduced diesel consumption
rate (which will not be further elaborated here). Thus, the area between the original and
the new cost graph geometrically symbolize the saving potential of platooning within,
for instance, a mining fleet. Typically, this potential will follow the bandwidth of 7-
9%, as discussed in section 1.2. As [16] has shown, the cost for platooning technology
will consist of the cost of the Adaptive Cruise Control (ACC) and the V2V
communication system. But even taking labor costs into account, it remains an
amortization issue. In other words, to give the first answer to our research question:



Intra-fleet platooning is a cost-saving business opportunity, but not a new business
model on its’ own.

Further, an intra-fleet platoon might be organized by the fleet company itself,
without the need of further IT-infrastructure: Drivers or dispatchers can match
schedules and routes to achieve a maximal platooning-based efficiency inside the
company. Out of scope for this paper but a crucial factor in the daily routine of logistics
companies might become the driver rating of the digital tachograph or fleet
optimization software like Fleetboard. While the driver rating of all following drivers
will increase, based on the reduced diesel consumption, any solution and benefit for the
leading driver must be created to prevent penalties.

Inter-fleet platooning. Therefore, we continue to a second perspective, the inter-
fleet platooning to evaluate this business model in terms of cost and revenue streams.
As nothing comparable is existing in the presented body of literature we have to come
up with a platooning ecosystem, following the analogy of car sharing providers [8]: We
build the hypothesis, that there will be a business model for the platform which brings
the different platooning partners together. This asset should solve the problem of
needed starting nodes in a highway nets, as discussed in [10]. In the following, we are
going to describe the players in that market more in detail.
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Figure 1: Scheme of a platooning app business model, matching trucks in a platoon virtually to
share the diesel savings belong all participants in the platoon

Fig. 1 describes our business model, where we see one central app provider as
matchmaker between potential platooning partners. The app would detect route



parameters, geo-positions and weight/speed indicators from the truck onboard system,
which allows a precise and vehicle-individual computation of fuel savings. In some
cases, this might happen via the Fleet Management Systems Interface (FMS) or an
existing OEM telematics unit with a third-party access API, like Fleetboard (Daimler)
or Rio (MAN). When the app computes a positive platooning matching chance, both
trucks have to accept. An important assumption here is, that a truck can also decline a
platooning offer and can’t be forced to platoon, for instance by law, OEM technology
or any other reason. Assuming that a platoon activation follows a positive match, the
app extracts the savings of all following vehicles from the trucks’ telematics system, as
described above. All needed parameters to do so are already part of today’s FMS
interface,* therefor the app would always be delivered together with a small hardware
dongle which the trucker can attach easily to his/her truck. For our simulation, we
iterate different business logics first, to find a good way to sum up and allocate savings
to the group of a platoon. One idea could be to pay directly via e-wallets or blockchain
technology to the truck in front. We skip that idea because it is not route-based and
makes it hard to include the entire platoon with different weights (and therefore fuel
savings, as earlier discussed based on the results of [12]). To tackle this problem and to
grant maximum (financial) motivation to the truckers — to include the learnings of [6]
—we decide to calculate the truck-individual diesel savings on the fly. The virtual saving
amount will be transmitted to the app’s backend, where all savings of the entire platoon
for the time it exists in a specific constellation will be captured. When a platoon
formation ends, the rewards will be calculated and virtually transferred to the in-app
account of all trucks. For the reward calculation, we take the weighted portion of
savings generated by a truck, relative to the entire platoon (important: including the
lead vehicle, which won’t generate savings but should participate in the total savings).
By doing so, we motivate any potential leading truck starting a platoon.

2.2 Simulation

Simulations are a valid source of statistical evidence to cover those aspects of
platooning, which can’t be evaluated in real-life situation, such as the optimal distance
for the case of emergency breaks of the leading platoon vehicle [13] or business
opportunities and models for a market to come, as proposed in this paper.

Market parameters. The basic input value for our simulation is the amount of new
truck registrations per year, which is around 200,000 trucks in Germany [9]. We assume
10% market share of platooning hardware within the newly sold trucks for our
scenarios, which equals in total 19,961 platooning-ready trucks. This is based on the
assumption, that platooning equipment will become a cost-intensive feature, and only
early adopters will purchase the technology after the market launch. Next, we calculate
the expected maximum distance of platoons for all platooning-ready trucks in Germany.
Given a yearly mileage between 100,000 and 120,000 km for a regular fleet truck [5],
the total potential distance for truck platooning would end up (taking the average of

! See also the official FMS web page http://www.fms-standard.com/ (accessed: 9/26/17)



110,000 km mileage per year) at 2,195,743,000 km. Reducing this number to a more
realistic level, we considered the expected overlap of trucking routes with respect to
time schedules, starting points, destinations and delivery stops. Thus, we see 5%
(109,787,150 km) as the total platooning potential per year (for all trucks combined,
having platooning equipment installed).

Finally, the business model of our platooning app is based on a small fee, which all
truckers have to pay, who benefit from the platoon. This fee should be relative to the
total platoon savings; we chose a range from 0.5 to 5% to have an appropriate and —
from a user point of view — acceptable price and good statistical data to find to conduct
further analytics on the price impact. At this point of research, we focus on fuel savings
purely (and not driver efficiency etc.), which can be understood as a limitation in our
paper. However, fuel savings can be calculated and simulated already today, without
field data. Future research projects might allow the research community to enhance this.

Computation. The entire simulation algorithm, including every single truck, all
routes and market conditions is implemented in Python 3.0.2 Running the entire
simulation took 15:36:25 hours on a MacBook Air with an Intel Core i7 processor
running at 2.20 GHz, in total, more than 250 GB of platooning data has been created.

3 Conclusion and Outlook

In total, we ran the simulation 1,000 times with an average app fee of 2.69€ (standard
deviation: 1.29), which led to an average app revenue per simulation of 5,654,936.01€
(standard deviation: 4,462,360.50€). The broad spread in the total app revenue is based
on the mileage bandwidth, which was 54,778,745.14km in average (standard deviation:
31,708,886.03km). These first results underline the potential of a Monte Carlo
simulation in our context. As the input and output parameters face such a huge
bandwidth, we can start now selecting worst-, best- and most-likely cases out of the
generated data and build a sensitivity analysis. We expect to get a clear understanding
of minimum revenue, such an app would achieve, even under worst-case conditions.
With that, a holistic concept for platooning business solutions, including the utilization
of blockchain and smart contract technology, can follow. With this research in progress
paper, we aim to communicate the current state of our project and to gather feedback
from the research community.

2 We also considered using VISSIM for our simulation, as well as UNITY (where also a
platooning package exists), MATLAB and Python. Experimenting with these tools showed
us, that we could neglect visual output for our simulation (which reduced our tests to
MATLAB and Python). Due to personal preference of the authors, we finally chose Python
3.0 for the simulation itself and SPSS for the interpretation of the data.
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Abstract.

State-of-the-art optimization software for robust airline resource scheduling are
often based on stochastic approaches for which understanding and modeling
realistic delay occurrence and propagation mechanisms are essential. In this
context, this paper deals with the evaluation of a theoretical delay propagation
model with real-world data of a major European carrier. The results show that
especially in the event of delayed departure, the turnaround process can be
accelerated and thus the operational robustness is underestimated. The findings
can be used to estimate delay propagation in robust aircraft scheduling and
simulation closer to operational reality.

Keywords: Robust Efficiency, Airline Resource Scheduling, Propagation,
Simulation

1 Introduction

In the globalized world, the rising demand for air transportation leads to increased
frequencies on existing flight routes and new destination offerings by airlines. This
inevitably goes along with additional complexity of resource schedules since more
crews, aircraft but also airport equipment for ground operations and scares airspace
must be efficiently scheduled. A wide range of sophisticated commercial optimization
suites and IT solutions has been developed in recent decades from specialized
providers such as Sabre, SITA, Lufthansa Systems, Jeppesen or EDS, see [1] for
details.

The traditional objective of cost minimization preferably leads to the efficient
usage of resources at preferably high utilization levels. Since idle times are costly,
ground times between flights tend towards a minimum in cost-optimized schedules.
We refer to the costs for a schedule that can be operated as planned as nominal costs.
However, airlines frequently have to deal with exogenous delays during operations,
caused by bad weather conditions, technical failure or congestion, to name just a few.
In case of insufficient buffer times, delays may propagate further on consecutive
flights, inducing additional reactionary costs for schedule recovery, resource
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reassignment or passenger rerouting. The real costs that actually emerge for airline
operations can therefore substantially differ from nominal costs.

This issue is addressed by the concept of robust efficiency which aims at the
minimization of real costs by already taking into account reactionary costs during the
scheduling stage. Besides cost-efficiency, the additional objective of robustness is
considered, aiming at the reduction of delay propagation effects. A stronger coupling
between scheduling and operations can be achieved.

In recent decades, stochastic optimization approaches have been developed to
improve either the stability [2]-[4] or flexibility [5] of resource schedules, mostly
focusing on crews and aircraft. The benefit of these approaches greatly depends on
realistic assumptions on occurrence probabilities of exogenous delays. Related studies
can be found in [6] and [7]. In addition, the examination of realistic delay propagation
mechanisms is crucial for the anticipation of potential propagated delays, allowing the
realistic assessment of schedule robustness.

In this work, we address this topic by evaluating the prediction accuracy of the
theoretical delay propagation model of [2] based on real-world data for four years
from a major European carrier. The data set comprises 2,197,406 flight delay records
for a hub-and-spoke network from March 2003 to February 2007. Findings can be
used in a prototypical scheduling and simulation framework in which scheduling
strategies are evaluated for practical application.

The remainder of the paper is organized as follows. In Section 2, we present the
formalization of a generalized turnaround process for aircraft and the evaluated
theoretical propagation model. Section 3 deals with determining essential minimum
ground time values for the aircraft turnaround. Based on this, propagation
mechanisms for aircraft rotations are analyzed in Section 4. Conclusions and an
outlook are given in Section 5.

2 Fundamental Assumptions on the Turnaround Process and
Propagation Effects

The generalized aircraft turnaround process between two consecutive flights within a
rotation R is illustrated in Figure 1. Case (1) represents scheduled times in regular
operations. Every flight f € R has a scheduled departure time ST Dy and a scheduled

arrival time STA £

The turnaround process starts with the aircraft arriving at the gate. The scheduled
ground time sgt,(sy; between flight f and its aircraft predecessor a(f) consists of the

minimum ground time mgtﬁ(f) 5 needed for the turnaround and a potential buffer
time b{;(f)f = 0.

Cases (2) and (3) depict cases in which flight a(f) arrives late. AT Dy and AT A
describe the actual times of departure and arrival of flight f, respectively. d]? denotes
the departure delay AT Dy — ST Dy and d]ﬁ‘ the arrival delay AT Ay — ST Af. agt, s)s is
the actual ground time ATDy — AT Ay f).

11
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Figure 1. Delay Propagation in during the Aircraft Turnaround Process

In Case (2), the delay can be absorbed by the buffer time and it holds
agta(pr = Mgtaiys (1)
by = 0. (2)
In contrast, Case (3) implies a delay propagation to flight f with
agtapr = Mgtais 3)
bacsyy = 0. 4)

Delay propagation by crew itineraries follow the same mechanisms with the
respective minimum ground time mgtcc(f)f between flight f and the crews’
predecessor c(f). Based on these assumptions, a basic propagation model for crews
and aircraft is formulated in (5)-(9), following [2]:

ATA; = max{STA;, ATD; + t;}, Vf €F, ®)
ATAa(p) +mgtay
ATD; = max STDf:max{ c + X,V fEF. (6)
dP = ATD; — STD;,V f € F. (N
dff = ATA; — STA;,V f €F. (®)
s;=d; —X;,VfEF. )
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Xy represents a stochastic variable for exogenous delays in ground processes that
can be modeled based on findings from related studies such as [6] and [7]. A block
time ty is associated to each flight f, determining the time from gate to gate,
including taxi-out, flying time and taxi-in.

A flight can depart only if both crew and aircraft are available (6). Equalities (7)
and (8) explicitly describe departure and arrival delays, respectively. Note that one
main assumption of the model is that negative delays do not propagate, i.e. early
arrivals do not imply early departures of subsequent flights. sy depicts the amount of
propagated departure delay for every flight f and therefore is the common target
value concerning the evaluation of schedule robustness. Since the duration of the
minimum ground time plays a central role in terms of delay propagation, its
specification is discussed in further detail in the following.

3 Minimum, Scheduled and Actual Ground Times

Necessarily, minimum ground times mgt are determined prior to the construction
of aircraft rotation based on generalized rules. It is defined as the shortest time span in
which the turnaround process can be performed. Several — partly interconnected —
tasks have to be carried out, leading to a fairly complex system of interactive
processes. Several studies on a high granular level have been carried out on this topic,
see e.g. [8] and [9]. According to [9, p.81], the mgt for continental fleets is 45 minutes
at the main hub. It can be reduced to 40 minutes when both the inbound and outbound
flights are domestic. Since mgt values are only available for the main hub, we derive a
sufficient estimator for mgt values at all other airports of the flight network based on
scheduled ground times sgt.

At first, possible influential factors that may affect the length of turnaround times
are checked in a CART analysis'. The results confirm the expectation that fleets are
the most substantial influential factor for the sgz, followed by O&Ds®. As an
additional parameter we use a binary variable indicating whether the inbound and
outbound flights are both domestic or not. Significant differences by seasonal
attributes cannot be observed. We check the following candidates as mgt estimators:

e Minimum Value as theoretical threshold for data without outliers,

e .01,.05,.075, .10, and .15 Quantiles as estimators that are robust against outliers,

e Modal Value, based on the assumption that most turnarounds are performed in
minimum time available.

! See https://cran.r-project.org/package=rpart for details (last visited November 9™ 2017).
% The Origin & Destination (O&D) of a flight is determined by its departure and arrival airport.
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Figure 2. Selected estimators for scheduled mgt values

The results for the main hub are presented in Table 1. The second and third column
depict the mean and standard deviation of (cgt — mgt) where cgt is the minimum
ground time computed using the respective estimator and mgt is the minimum ground
time value given in the data set. The last two columns are the relative amount of
flights for which the minimum ground time is derived exactly or within a tolerance
range of +5. It turns out that the .10-quantile suits best for retrieving mgt from sgt,
leading to an exact derivation for 86% of all flights. Within the tolerance range of +5
minutes the value increases to 95.9%.

For further illustration, Figure 2 shows the histogram for the .10-quantile in
comparison to the minimum and modal values, indicating the extremes concerning
under- and overestimation. In combination with figures of Table 1, we can assume
that the .10-quantile is the best estimator of mgt values for all airports in the flight
network for the scope of this analysis.

Table 1. Prediction accuracy for mgt value estimators

Accuracy
Estimator Mean SD exact +5 minutes
min  33.705 13.339  0.029 0.059
.01 quantile  20.152 11.129  0.043 0.115
.05 quantile 3.514 6.916 0.587 0911
.075 quantile 1.734 5.765  0.832 0.951
.10 quantile 1.326 5.132 0.860 0.958
.15 quantile 1.901 4475  0.690 0.944
mode 6.615 10.820  0.396 0.753
mean  24.436 7.565  0.000 0.001
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4 Examination of Propagation Mechanisms on real-world Data

Prior to the assessment of the prediction accuracy of the propagation model, we
give an introducing example of a daily rotation based at Hub H; that is affected by
exogenous delays. Table 2 represents the daily rotation of an Airbus A321 at one
representative day in summer. AGT indicates the difference between scheduled and
actual ground time of flight f and its predecessor a(f):

AGT = (STD; — STAq(p)) — (ATD; — AT Ag(p). (10)

Negative AGT values are commonly induced by the usage of buffers for the
absorption of incoming delays. In case of a delayed turnaround, the actual ground
time exceeds the scheduled ground time, leading to positive AGT values.
Analogously, ABT describes the block time difference

ABT = (ATA; — ATDy) — (STA; — STDy). (11)

Concerning O&Ds, H; stands for a hub airport while {Si, ..., S4} depict four spoke
airports that are served by the out-and-back principle. Column in shows the incoming
arrival delay of the predecessor flight, columns rot and prim stand for actual rotation
and primary delays. The first flight has a primary departure delay of 69 minutes due
to weather conditions at the destination airport (IATA Delay Code 84). Additionally,
the scheduled block time is exceeded by 23 minutes, resulting in an arrival delay of
92 minutes. 24 minutes can be absorbed during the following ground time. The
turnaround is performed within 46 minutes, close to the minimum ground time of 45
minutes. Nevertheless, the second flight departs 68 minutes late and again experiences
an increase of the scheduled block time duration (16 minutes).

The ground time between flight 2 and 3 does not contain any buffer time and takes
7 minutes more than scheduled. The initial delay can finally be absorbed prior to
departure of flight 4. The aircraft spends 165 minutes on ground rather than the
originally scheduled 255 minutes. The extended ground time prior to flight 5 is a
result from the early arrival of flight 4. Eventually, flight 6 is severely delayed,
awaiting a crew interchange (IATA Delay Code 95, flight deck or entire crew).
Overall, a primary delay of 69 minutes in combination with additional 39 minutes of
block time delay entails accumulated propagated delays of 159 minutes.

Table 2. Exemplary one-day rotation of an Airbus A321
O&D STD  ATD STA ATA  AGT  ABT in__rot  prim

S;-H;  06:00 07:09 07:10 08:42 - 23 14 0 69
H;-S, 08:20 09:28 09:15 10:39 -24 16 92 68 0
S,-H;  09:55 11:26 11:10 12:41 7 0 84 91 0
H;-S;  15:25  15:25 16:35 16:25 91 -9 91 0 0
S;-H; 17:25  17:22  18:55 18:42 6 -10 -9 0 0
H;-S4  19:55  21:17 20:40 22:01 95 -1 -13 0 0
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In the following, we examine the prediction accuracy of the delay propagation and
absorption estimation by the presented propagation model. The key question is if
operational propagation effects are sufficiently represented or if severe over- or
underestimations become apparent. The estimated rotation delay &; of flight f is
computed as the difference between the arrival delay of the preceding flight (denoted
as inDLY) and the scheduled buffer time:

&}t = max(max(inDLY, 0) — (sgt — mgt),0). (12)

We validate the accuracy of the rotation delay estimation of the model for the
28,502 daily rotations of the A321 fleet in the data set. Each rotation consists of 4.86
daily flights on average. For 58.09% of the underlying 138,662 flights, the
predecessor flight in the rotation arrives late so that a rotation delay may emerge. An
average of 7.30 minutes of incoming arrival delay leads to 3.30 minutes of outgoing
rotation delay which is an absorption rate of 45.24%.

Table 3 shows certain figures concerning the accuracy of rotation delay estimations
for flights when the predecessor flight of the aircraft arrives at least one minute late.
To compare, Table 4 shows the same values for flights whose aircraft predecessor
flight arrives on-time. H1 and H2 stand for the two main hub airports, respectively,
while S depicts all spoke airports. Furthermore, we differentiate between domestic
(index d) and continental flights (index c).

Table 3. Estimated rotation delay when the preceding flight of the aircraft arrives late

all alld allc Hld H]L sz HZL Sd SC

avg -054 -049 -057 -042 -020 -0.07 -0.15 -0.78 -0.91

SD 351 287 381 298 3.00 247 227 2.93 4.43

+0 (%) 70.80 7491 68.64 79.03 76.54 79.21 86.30 68.96 60.47
+5 (%) 90.30 92.67 89.05 9249 9245 9488 97.15 91.71 8549
rhe (%) 1333 13.62 13.18 799 6.65 836 381 2142 1943
al,, -5.18 458 -551 465 -391 -3.69 -327 -4.73 -6.00

Table 4. Estimated rotation delay when the preceding flight of the aircraft arrives on-time

all alld allc Hld H]L sz HZL Sd SC

avg 0.02 0.02 0.02 0.02 0.01 0.06  0.04 0.00 0.02

SD 044 045 043 041 038 076 0.77 0.17 0.41

+0 (%) 99.72 99.68 99.75 99.78 99.81 99.14 99.50 9991 99.72
+5 (%) 99.87 99.86 99.87 99.85 99.88 99.66 99.77 99.98  99.88
¢, (%) 1.02 1.41 0.78 035 024 0.61 0.14 2.78 1.39
al,, 258 -242 278 -2.07 -2.58 -2.16 -2.00 -249 -2.82
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In a first step, we discuss the overall prediction accuracy. The first row depicts the
average deviation between estimated rotation delay cif and actual rotation delay djf
which is given in the data set. Throughout all categories, the value is negative,
indicating a general overestimation of rotation delays by the model. For continental
flights departing at spokes (column S.), rotation delays are overestimated the most,
while values are closest to zero for Hub 2. The rotation delay is estimated correctly on
the precise minute for 70.8% of all flights. Overestimation emerges in 19.87%,
underestimation in 9.33% of all cases. Best results can be obtained at Hub 2, followed
by Hub 1. Obtaining a +5 minute threshold, results are significantly better but still in
the same order for all categories. This is a direct consequence of the fact that
departure and arrival times are commonly scheduled in 5 minute intervals. In
addition, delay recording at many spoke airports is performed within 5 minute steps.

Table 4 shows respective values for all turnarounds without an incoming arrival
delay of the preceding flight. It allows counter-checking if rotation delays occur even
when they are theoretically impossible. Slightly positive values in the first row are
implied by 160 flights containing rotation delay records without a preceding late
aircraft arrival. Apart from these obviously inconsistent records, no systematic
falsifying effects become apparent.

Concerning the rotation delay overestimation of the propagation model for
turnarounds with incoming arrival delays (Table 3), there are differences between
actual operational turnaround durations and generalized mgt values. Target mgt times
do not necessarily determine the operational turnaround duration and may already
contain certain slack times as it has already become apparent in Section 3. Referring
to this, the two bottom rows of Tables 3 and 4 depict

e 1A, as the relative share of turnarounds that are performed in less than the
minimum ground time (agt < mgt) if a late aircraft arrival is likely to postpone
the following flight departure, and

e al,, as the average of the absolute difference (agt — mgt) in minutes.

The actual ground time falls below the minimum ground time at spoke airports
significantly more often. Assumingly, this is due to conservatively scheduled mgt
values at spoke airports since the lack of strong presence makes it harder for an airline
to perform recovery actions in case of unscheduled events.

On the one hand, spare resources like reserve crews are mostly available at hubs
rather than spokes, on the other hand less possibilities for aircraft swaps exist at
spokes. The importance of this effect becomes apparent when comparing the results to
corresponding values in Table 4. If an aircraft arrives late for the turnaround, it is
thirteen times more likely that the turnaround is performed faster than scheduled.

Going into more detail, we check this mechanism by specifically considering data
for the main Hub 1. Depending on the exact arrival delay of the aircraft predecessor
flight, we examine if length and frequency of turnaround speed-ups change
accordingly. Finally, we check the overall operational importance in terms of the total
amount of delay savings.
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Figure 4. Operational emergence of turnarounds in less than the minimum ground time

For a start, the left panel of Figure 3 shows the ratio of turnarounds with (agt <
mgt) depending on the arrival delay of the aircraft predecessor flight. We use bins of
5 minutes for arrival delays up to 60 minutes. There is a substantial and steady
increase of faster turnarounds until an arrival delay of 25 minutes. For larger arrival
delays, inconclusive fluctuations at high levels can be observed.

In addition, the left panel of Figure 4 shows the average absolute difference
(agt —mgt) in minutes depending on the arrival delay. Values are in a constant
interval, however, with considerable fluctuations. No relevant pattern can be
observed. Finally, the right panel of Figure 4 is intended to indicate operational
relevance of turnaround speed-ups. The y-axis shows the sum of absorbed arrival
delay by turnaround speed-ups in minutes. It thus depends on both absolute
turnaround speed-up and the occurrence frequency of certain arrival delay values.
Most substantial savings are achieved for arrival delays between 0 and 25 minutes.

The dominant factor for the curve progression is that significantly large arrival
delays are extremely rare and although turnarounds are performed faster in these
cases, too, the operational relevance is minor in terms of a holistic assessment of
rotation delays.
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5 Conclusion

In the presented analysis, the assessment of the delay propagation model of [2] has
been provided as a first step concerning the refinement of delay propagation
mechanisms for a prototypical robust aircraft scheduling and simulation framework.

It has turned out that 70.8% of rotational delay propagation can be precisely
estimated. Within a +5 minute tolerance threshold, the estimation is correct for about
90.3% of all flights. The prediction provides best results for large hub airports with
values up to 97.15% while at continental spokes only 85.49% can be reached. On
average, rotation delays are overestimated by 0.54 minutes per flight. This value
ranges from nearly 0 at Hub 2 to around 0.91 minutes at continental spoke airports.

A substantial responsibility for the overestimation of rotation delays lies in the fact
that actual ground times sometimes fall below scheduled target minimum ground. It
happens in 13.33% of all turnarounds when the aircraft arrives late. On average, 5.18
minutes of propagated delay can be saved in these cases. Deeper insight in the
dependency between arrival delays and turnaround speed-ups shows that operational
relevance is given for arrival delays between 1 and 25 minutes. In this range, delays
are often overestimated by the propagation model in comparison to actual operations.

Future work has to deal with the incorporation of specific correction terms into the
propagation model. Subsequently, the scheduling framework can be used to examine
in how far refined delay propagation actually leads to an improved assessment of
schedule robustness. Furthermore, it has to be evaluated if findings are comparable
when crew-related propagation effects are considered additionally. Final results form
the basis for the synchronization of assumptions on delay propagation in scheduling
with the operational reality in practical robust resource scheduling.
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Abstract. In the competitive world of online retail, customers choose from a
selection of delivery time windows on retailers” websites. Creating a set of
convenient and cost-efficient delivery time windows is challenging, since
customers want short time windows, but short time windows can increase the
delivery costs of a retailer significantly. Furthermore, the acceptance of a
particular request can restrict the ability of accommodating future requests
significantly. In this paper, we present decision support rules that enable flexible
time window management in the booking of time window based deliveries. We
build tentative delivery routes and check if a new customer request can be
accommodated feasibly with the remaining delivery capacity. We maintain
routing flexibility through offering short or long time windows based on
customer characteristics as well as characteristics of the evolving route plan. We
investigate the presented approaches with a case study in the area of online
supermarkets.

Keywords: Time Window Management, Customer Acceptance, Attended
Home Deliveries, VVehicle Routing with Time Windows, Online Supermarkets
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Abstract. Die weltweite Urbanisierung fiihrt zu einer erhéhten Nachfrage von
innerstédtischen Giitertransporten, wodurch das Verkehrsnetz belastet wird.
Moderne Technologie sowie die Nutzung verfliigbarer GIS Daten bieten den
Anreiz zur Entstehung alternativer und innovativer Lieferkonzepte. Davon be-
troffen sind ebenfalls urbane Lebensmittel-Lieferdienste, die durch Verwen-
dung verfligbarer mobiler Daten Lieferungen effizienter gestalten konnen. Die-
ser Beitrag beschiftigt sich mit einem innovativen Lebensmittel-Lieferkonzept.
Hierzu wird ein gemischt ganzzahliges Optimierungsmodell auf Basis eines
Vehicle Routing Problems (VRP) mit dem Ziel der dynamischen Zuordnung
und Reihenfolgeplanung formuliert. Charakteristisch fiir die vorliegende The-
matik ist die Existenz mehrerer Fahrer in Kombination mit offenen Touren. Die
Zuordnung und Planung der Touren wird durch die Implementierung des Opti-
mierungsmodells in ein Entscheidungsunterstiitzungssystem (EUS) unter Ver-
wendung von Echtzeit Geoinformationsdaten (GIS-Daten) automatisiert und
optimiert.

Keywords: City Logistik, Routenplanung, Optimierung, Entscheidungsunter-
stiitzungssystem.
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1 Einleitung und Motivation

Der Begriff Urbanisierung beschreibt ein bilaterales Wachstum von Stédten hinsicht-
lich GroBe und Einwohnerzahl [1]. Dieses Wachstum geht dabei mit einem erhdhten
Aufkommen an logistischen Aktivitidten innerhalb urbaner Rédume einher, was auf
eine erhohte Nachfrage nach Produkten und Dienstleistungen zuriickzufiihren ist. Die
Konsequenzen sind dabei erhohtes Verkehrsaufkommen sowie erhdhte Schadstoff-
emissionen. Verstdrkt wird dieser Effekt durch zunehmende Anforderungen von
Kunden an den Servicegrad der Logistikdienstleister, was an zusétzlichen Dienstleis-
tungen, wie z. B. der ,,same day delivery* zu erkennen ist. Das resultierende erhohte
Aufkommen an logistischen Aktivititen innerhalb von (GroB-) Stddten ist gleichzei-
tigt ein Treiber fiir die Entwicklung neuer, innovativer und disruptiver Geschéiftsmo-
delle und Lieferkonzepte. Hierbei werden im Zuge der digitalen Transformation mo-
bile Endgerite, die sich besonders durch ihre Ubiquitit sowie diverse Schnittstellen
zu mobilen Datendiensten kennzeichnen, genutzt, um unter anderem Lieferprozesse
zu optimieren. Dieser Trend ist beispielsweise an der steigenden Anzahl von Applika-
tionen, wie etwa Uber und Lyft zu erkennen, die sogenannte on-demand Transport-
dienste anbieten [2]. Neben Personentransporten kdnnen Lebensmittel-Lieferdienste
ebenfalls durch die Verwendung innovativer mobiler Technologien optimiert werden.
Diese Moglichkeiten bestehen sowohl fiir die Auslieferung von Einkdufen und ge-
samten Warenkorben von Supermérkten als auch fiir Lieferungen von Mahlzeiten, auf
welche sich dieser Ansatz fokussiert. Lieferdienste werden daher als Unternehmen
verstanden, die auf Bestellungen von Kunden zubereitete Mahlzeiten an die Kunden
ausliefern. Da Lieferdienste zur Auslieferung ihrer Produkte das stidtische Verkehrs-
netz nutzen, konnen diese den Akteuren der urbanen Logistik zugeordnet werden [3].
Aus Sicht der Lieferdienste zeichnet sich die Optimalitét einer Route durch mehrere
Aspekte aus. Hierzu zéhlt, dass innerhalb der Tour moglichst viele Kunden beliefert
und dabei moglichst kurze Distanzen zuriickgelegt werden. Dadurch werden verflig-
bare Ressourcen (z. B. Arbeitszeit der Fahrer, Kraftstoff der Fahrzeuge) effizienter
genutzt und die Kundenzufriedenheit durch kurze Lieferzeiten gewéhrleistet.

Beim klassischen Konzept eines Lieferdienstes kehren die Fahrer nach jeder erfolg-
reichen Auslieferung wieder zur Filiale zuriick. Das innovative Lieferkonzept besteht
darin, den Servicegrad durch verkiirzte Lieferzeiten zu erhohen, da die auszuliefern-
den Produkte bereits vorgefertigt und im Lieferfahrzeug verladen sind. Diese Fahr-
zeuge sind im Stadtgebiet verteilt und bedienen Bestellungen von ihrem jeweils aktu-
ellen Standpunkt. Somit ermdglicht dieses Konzept on-demand Lieferungen mit mi-
nimalen Wartezeiten fiir die Kunden. Die Forschungsfrage des Beitrags lautet daher:
Wie konnen on-demand Lieferdienste von vorab zubereiteten Mahlzeiten bei der ope-
rativen Tourenplanung effizient unterstiitzt werden?

Im folgenden Kapitel wird das vorliegende Geschiftsmodell prazisiert und in die
Literatur eingeordnet. Das entwickelte Optimierungsmodell ist Gegenstand von Kapi-
tel 3 und dient als Grundlage fiir das Entscheidungsunterstiitzungssystem (EUS) in
Kapitel 4, bevor anschliefend ein Anwendungsbeispiel vorgestellt wird. Kapitel 6
umfasst Diskussionen und Limitationen des Ansatzes, ein Fazit rundet den Beitrag ab.

22



2 Geschiiftsmodell und Einordnung in die Literatur

Im klassischen Lieferdienst-Geschaftsmodell wird der GroBteil der Mahlzeiten nach
Bestellungseingang individuell zubereitet. AnschlieBend wird die Bestellung, beste-
hend aus einer oder mehreren zubereiteten Mahlzeiten, einem Fahrer zugewiesen, der
diese von der Filiale zum Kunden transportiert. Teilweise werden dem Fahrer auch
Bestellungen von verschiedenen Kunden zur Auslieferung gleichzeitig ausgehandigt.
Nach erfolgreicher Auslieferung der Bestellungen kehrt der Fahrer zur Filiale bzw.
Zentrale zuriick, sodass die Lieferungen in sogenannten Rundreisen bzw. Touren mit
einem oder eben mehreren Kunden stattfinden. Bei diesem klassischen Lieferdienst-
Geschéftsmodell kann es so zu ineffizienten Routen der Fahrer kommen, falls nur
wenige Kunden in einer Tour beliefert werden. Dies ist meist durch zeitverzogerte
Bestellungen, der frischen Zubereitung der Mahlzeiten nach Bestellungseingang
(first-in first-out-Prinzip) sowie grofle Distanzen zwischen Kundenorten begriindet.
Diese Nachteile klassischer Lieferdienste werden durch ein alternatives Lieferkonzept
umgangen, welches ein Berliner Start-Up (GreenGurus) bereits anwendet. Dabei
werden simtliche Produkte morgens fiir den gesamten Arbeitstag vorgefertigt, wobei
das Produktangebot auf eine geringere Anzahl begrenzt ist. Die vorgefertigten Pro-
dukte, bei denen es sich ausschlielich um haltbare Mahlzeiten (z. B. Salate) handelt,
werden daraufhin in Lastenfahrrdder und Elektro-Roller vorgeladen, die mit Kiihl-
boxen ausgestattet sind und anschlieBend in einem zuvor definierten Liefergebiet
verteilt. Dadurch gelingt es, die Distanzen zu potentiellen Kunden zu minimieren und
Riickfahrten zur Zentrale zu vermeiden. Die individuellen Positionen und Produktbe-
stinde aller Lieferfahrzeuge sind dabei einer Zentrale durch Verwendung von GPS
Daten und einer mobilen App jederzeit bekannt. Erfolgt eine Bestellung durch einen
Kunden, so wird dem Kunden durch einen Mitarbeiter in der Zentrale derjenige Fah-
rer zugeordnet, der die bestellten Mengen an Produkten vorritig hat und sich am
nichsten zu dem entsprechenden Kunden befindet. Dem Fahrer wird bei erfolgreicher
Zuordnung per mobiler App eine Benachrichtigung liber die Menge der auszuliefern-
den Produkte, die entsprechenden Kundendaten sowie die zu fahrende Route gegeben.

Im Vergleich zu klassischen Lieferdiensten bestehen demnach mehrere Unter-
schiede. Zundchst beginnen die Fahrer den Lieferungsprozess von keinem zentralen
Standpunkt, sondern von ihren jeweils aktuellen Positionen aus, da sie die nachge-
fragten Produkte bereits geladen haben. Zusétzlich beenden die Fahrer ihre Touren,
beim jeweils zuletzt belieferten Kunden, da keine Riickkehr zu einem zentralen
Standpunkt notwendig ist und demnach die nichste Lieferung von der aktuellen Posi-
tion beginnen kann. Die Verkehrsinfrastruktur wird somit durch zwei Faktoren entlas-
tet: Es konnen Lastenfahrrdder und Elektroroller anstatt Autos eingesetzt werden und
es sind keine Riickfahrten zur Zentrale erforderlich. Besonders Lastenrdder ermdgli-
chen eine Entlastung des StraBBenverkehrsnetzes, da diese zusidtzlich Radwege der
Stadt nutzen konnen und, ebenso wie Roller, weniger Parkraum beanspruchen.

Da bei einer zunehmenden Anzahl an Kunden und Fahrern eine manuelle Zuwei-
sung dieser zueinander nicht mehr optimal mdéglich ist, erscheint es sinnhaft, diesen
Prozessschritt zu optimieren und zu automatisieren. Dabei kann das zugrunde liegen-
de Optimierungsproblem zunéchst formalmathematisch modelliert und anschliefend
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mittels EUS softwaregestiitzt gelost werden. Wihrend die Distributionsprozesse im
klassischen Lieferdienst mit dem bekannten Vehicle Routing Problem (VRP) model-
liert werden kdnnen, ist dies beim beschriebenen Lieferkonzept nicht eindeutig. Ei-
nerseits existieren aufgrund mehrerer, individueller Startpunkte mehrere Depots, die
den Startpunkten jeder Tour entsprechen, was der Ausgangssituation im sogenannten
Multiple Depot Vehicle Routing Problem (MDVRP) entspricht. Andererseits werden
die Depots, anders als im MDVRP angenommen, nach Beendigung der letzten Liefe-
rung nicht mehr angefahren, sodass die Touren bei den zuletzt belieferten Kunden
enden, was wiederum der Ausgangssituation im sogenannten Open Vehicle Routing
Problem (OVRP) entspricht. Aus diesem Grund kann die Tourenplanungssituation im
innovativen Lieferkonzept mit einer Kombination aus OVRP und MDVRP modelliert
werden. Fiir beide Probleme existieren in der Literatur mehrere Modellieransétze, auf
deren Basis ein entsprechend angepasstes Optimierungsmodell formuliert werden
kann. Surekha und Sumathi [4] entwickeln ein gemischt-ganzzahliges Optimierungs-
modell (engl. mixed-integer programming (MIP)) fiir das MDVRP und entwickeln
zudem ein Losungsverfahren mittels genetischer Algorithmen. Hierbei verwenden die
Autoren unterschiedliche Teilmengen zur Abbildung der Depots (Startpunkte der
Fahrer) und der Kundenorte. Crevier et al. [5] erweitern das MDVRP um inter-Depot-
Routen, wobei zusitzlich ein heuristisches Losungsverfahren prisentiert wird. MIP-
Formulierungen und Losungsverfahren fiir das OVRP werden von Brandao [6] und
Aksen et al. [7] prasentiert. Letchford et al. [8] verweisen zudem darauf, dass es zur
Bildung offener Routen bei Losung des Optimierungsmodells geniigt, die Riickwege
zum Depot bzw. Startpunkt der Routen mit ,,0“ zu gewichten. Da das zu formulieren-
de Optimierungsmodell in einem EUS implementiert wird, kann diese Eigenschaft
berticksichtigt werden. Das Problem kann laut der Klassifizierung nach Pillac et al.
[9] als dynamisches VRP mit deterministischem Input eingeordnet werden.

Das in Kapitel 3 vorgestellte Optimierungsmodell wurde auf Basis des Design Sci-
ence Research Forschungsansatzes nach Hevner et al. [10] entwickelt. Die For-
schungsmethodik basiert darauf, das Forschungsobjekt an einem Relevanz- und Strin-
genz-Zyklus auszurichten. Durch den Relevanz-Zyklus wird die Aktualitiat des For-
schungsprojekts durch existierende Probleme und Herausforderungen sichergestellt.
Der Stringenz-Zyklus sorgt fiir eine Analyse der bestehenden Wissensbasis auf dem
jeweiligen Betrachtungsgebiet und soll die Innovation des Forschungsprojektes ge-
wihren. Beide Zyklen wurden in diesem und im voran gestellten Kapitel adressiert.
SchlieBlich wird das Forschungsobjekt im sogenannten Design-Zyklus entwickelt,
bewertet und iterativ erweitert um eine kontinuierliche Verbesserung zu erreichen
[10]. Als finales Artefakt dieses Prozesses resultiert ein EUS mit eingebettetem Opti-
mierungsmodell, welches Anbietern von vorab zubereiteten Mahlzeiten in der Tou-
renplanung und kurzfristigen Tourenoptimierung in der tdglichen Auslieferung unter-
stiitzt. Eingehende Kundenbestellungen werden bestehenden Touren in Echtzeit zuge-
ordnet und diese optimal angepasst. Mit diesem Artefakt zu dem beschriebenen emis-
sionsarmen Lieferkonzept adressieren wir die Aufforderung von Gholami et al. [11],
welche den iiberdurchschnittlichen Anteil von Konzeptualisierungen und theoreti-
schen Analysen kritisieren und damit mehr anwendungsorientierte Forschung auf dem
Gebiet der Wirtschaftsinformatik fordern.
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3 Mathematisches Modell

Im Folgenden wird das formulierte gemischt-ganzzahlige Optimierungsmodell zur
Tourenplanung sowie die zugrundliegende Notation vorgestellt und erldutert. Das
Modell unterliegt dabei folgenden Annahmen:

e Zielsetzung: Minimierung der gesamten Lieferzeit

e Die Lieferzeit setzt sich aus der Reisezeit zwischen zwei Knoten und einer Ser-
vicezeit beim Kunden zusammen.

e Die Servicezeit pro Kunde betrdgt 5 Minuten.

e Es werden verschiedene Arten von haltbaren und vorgefertigten Produkten ausge-
liefert, welche in homogene Lieferfahrzeuge geladen werden.

¢ Alle Kunden miissen bedient werden.

e Teillieferungen und Nachladeprozesse sind nicht erlaubt. Ein zugeordneter Fahrer
muss alle bestellten Produkte transportieren.

Tabelle 1. Notation

Mengen

H {h=1,..,K} Fahrer

14 {i,j =1,...,K} Fahrerstandorte

1B {i,j =K+1,..,L} Kundenorte

I {I*} U {IB} Menge aller Orte

)2 {p =1,..,N} Produkte

Parameter

Aip Angebot von Produkt p am Fahrerstandort i € 4
n Nachfrage nach Produkt p am Kundenort i € I8

ip
sz Servicezeit beim Kunden
Fahrzeit zwischen den Orteni € IYund j € I® bzw.iund j € I®

tt;;
Variablen
Xijn € {0,1} Reihenfolge in der Fahrer h Orte i und j besucht
Yin € {0,1} Zuordnung von Fahrer h zu Ort i
Z; € R Hilfsvariable
Man=Z Z Ztt”x”h-l_z Zyih'sz (1)
i€l jel heH iel heH
u. B.d R.
Z Ny " Yin < Z Ay Yin VYhp 2
ielB ield
injhz Yin VlEI,h (3)
jel
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injh =Yn VjELhR 4)

iel
Zyih=1 viel? (5)
heH
Zyih <1 Viel? (6)
heH
yin=0 Vielfhh=+i (7
xiih=0 VlEI,h (8)
zi—zj+L-injhsL—1 Vielt;jelti+j 9)
heH
xijn €{01} Vij€lLh (10)
yin €{0,1} Vi€elh (11)

In (1) wird die gesamte Lieferzeit aller Touren, bestehend aus Reise- sowie und
Servicezeiten minimiert. Gleichung (2) ist eine Kapazititsrestriktion fiir alle Produkte,
die ausgeliefert werden, wobei das Optimierungsmodell um beliebig viele Produkte
erweitert werden kann. Jeder Knoten der angefahren wird, muss auch wieder verlas-
sen werden (3). Zudem muss jeder Knoten von einem anderen Knoten aus erreicht
werden (4). Durch Gleichung (5) wird sichergestellt, dass jeder Kunde genau einem
Fahrer zugeordnet wird. Gleichung (6) besagt, dass die Standorte der Fahrer maximal
einer Tour zugeordnet werden konnen. Gleichung (7) stellt sicher, dass die Fahrer-
standorte i € I nur den entsprechenden Fahrern h € H zugeordnet werden, wobei fiir
die Fahrerstandorte und die Fahrer dieselbe Notation verwendet wird. Gleichung (8)
stellt sicher, dass ein Fahrer einen Ort innerhalb einer Tour nicht doppelt anfahren
kann. Gleichung (9) verhindert die Bildung von Kurzzyklen, die den jeweiligen Fahr-
erstandort nicht beinhalten. (10) und (11) geben die Definitionsbereiche der Entschei-
dungsvariablen an.

4 Entscheidungsunterstiitzungssystem

Das EUS besteht in Form einer Web-Applikation (App), die mittels Ruby on Rails
entwickelt wurde. Die App dient dabei erstens als Benutzeroberfldche zur Eingabe
und Darstellung von Daten und zweitens zur automatisierten Steuerung der Hinter-
grundaktivitdten zwischen den Schnittstellen. Das EUS interagiert dabei mit einer
SQLite Datenbank (DB), dem im General Algebraic Modeling System (GAMS) im-
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plementierten Optimierungsmodell, dem IBM ILOG CPLEX Solver und der Google
Maps API (engl., application programming interface).
Die Hintergrundaktivititen umfassen:
1. die Berechnung von Distanzen zwischen den Standorten mithilfe der Google
Maps API,
die Datentibertragung der eingegebenen Parameterwerte in die DB,
die Erzeugung einer Input-Datei, welche die Daten der DB enthilt,
den Start des Optimierungsvorgangs in GAMS,
die Losung der Probleminstanz mithilfe des CPLEX-Solvers und
die Erzeugung einer Losungsdatei.

AN

Mithilfe der App konnen Kunden Bestellungen aufgeben, Fahrer ihre Route einse-
hen und abgeschlossene Lieferungen dokumentieren sowie Administratoren Kunden,
Bestellungen, Fahrer und alle dazugehdrigen Daten verwalten. Dazu gehdrt neben der
Einsicht der Daten auch die Darstellung von Routen sowie Positionen der Fahrer und
Kunden in Google Maps Karten. Zum Start der Hintergrundaktivitéten, und somit zur
Losung des Optimierungsmodells, fiihren mehrere Ereignisse. Diese sind der Bestel-
lungseingang, Anderungen von Fahrern, sowie abgeschlossene Lieferungen.

Um die Funktionsweise konkretisiert darzustellen wird das Ereignis eines Bestel-
lungseingangs betrachtet. Der Kunde gibt seine Bestellung in einer Maske ein, in der
dieser seinen Namen, seine Adresse und die gewiinschte Anzahl an Produkten angibt.
Noch vor Beginn der Hintergrundaktivitdten wird anhand der DB gepriift, ob es ver-
fiigbare Fahrer mit ausreichendem Produktbestand gibt, welche die Bestellung erfiil-
len kdnnen. Ist dies der Fall, werden die Bestellungsdaten in die DB {ibertragen und
ein neuer Kunde angelegt. Mithilfe der Google Maps API werden anhand der Adres-
sen der Kunden und Fahrer die Fahrtzeiten zwischen allen Kunden sowie zwischen
Kunden und Fahrern berechnet. Diese Werte werden in die DB iibertragen. Somit sind
alle, fiir das Losen des Optimierungsmodells bendtigten Daten vorhanden, welche
darauf in eine entsprechend fiir GAMS lesbare Input-Datei geschrieben werden. In
diese werden die Daten fiir die Mengen (Sets) f/ und A sowie die Parameter n;,,
a;pund tt; eingetragen. Aulerdem werden die ersten beiden Kunden einer jeden Tour
eines Fahrers fixiert, um den Workflow des Fahrers zu beriicksichtigen. Die Daten
werden dabei automatisch generiert und anschlieBend in die Input-Datei geschrieben.
Nach der Erzeugung der Input-Datei wird die Losung des in GAMS implementierten
Optimierungsmodells gestartet, wobei die Input-Datei eingelesen und anschlieBend
mithilfe von CPLEX eine optimale Losung generiert wird. Die Losung wird in eine
Textdatei geschrieben, welche von der App automatisch gelesen wird. Die Ergebnisse
werden dabei in die DB iibertragen, welche der Zuordnung der Bestellung zu einem
Fahrer sowie die angepassten Routen und Fahrtzeiten der Fahrer entsprechen.

Im Falle der anderen Ereignisse zum Start der Hintergrundaktivititen unterschei-
den sich diese lediglich in der Anpassung der Daten in der DB. Bei einer Bestellung
werden Kunden-Daten hinzugefiigt. Beim Hinzufiigen und Loschen von Fahrern
werden ggf. Routen geldscht, welche neu geplant werden miissen. Bei der Fertigstel-
lung von Lieferungen werden die Standorte aktualisiert, was jedoch bei jedem der
Ereignisse geschicht. Abbildung 1 fasst die beschriebene Methodik zusammen.
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1. Ausloser-Ereignisse und Datenerzeugung
a. Fall 1: Bestellungseingang
i. Schreiben der Bestellungsdaten in die DB
Fall 2: Loschen oder Hinzufiigen von Fahrern
i. Aktualisierung der Fahrerdaten (Orte und Routen) in der DB
Fall 3: Abschlieflen einer Lieferung
i. Loschung der abgeschlossenen Bestellung in der DB
ii. Aktualisierung von Fahrerdaten (Ort und Route) in der DB
Priifung der Verfiigbarkeit an bestellten Produkten
c. Berechnung der neuen Fahrtzeiten zwischen allen Orten durch die
Google Maps API
2. Aktualisierung der Input-Daten fiir das Optimierungsmodell in der Input-Datei
Festlegung der Teilmengen I4 und I® durch Priifung der Anzahl von Fahrern
a. Setzen der Fahrer und Kunden mit individueller Kennzeichnung in die
Sets jjund A
b. Setzen der Nachfrage- und Angebots-Parameter n;, und a;,
c. Setzen der Fahrtzeiten t¢;; zwischen allen Orten /7 und j
d. Fixierung vorhandener Routen (ersten beiden Kunden jeder Tour)
3. Mathematisches Modell
a. Erzeugung der Gleichungen
b. Lesen der Input-Daten aus der Input-Datei
i. Daten der Paramater n;, und a;,
ii. Daten der Fahrtzeiten tt;;
iii. Setzen der pauschalen Servicezeit sz auf 5 Minuten
c. Losung des Modells und Berechnung der Variablen mit CPLEX
4. Transfer der Losungsdaten
a. Erzeugung einer Losungsdatei mit den Ergebnissen der Optimierung
b. Ubertragung der Ergebnisse in die DB
i. Aktualisierung der zugeordneten Fahrer zu Kunden (i)
ii. Aktualisierung der Routen der Fahrer (xn)
iii. Aktualisierung der Gesamtfahrtzeiten der Fahrer

Abbildung 1. Zusammenfassung der Methodik

Die vorliegende Problematik dhnelt der Situation von sogenannten Online VRPs.
Hierbei gehen Kundenbestellungen inkrementell in Echtzeit ein. Diese werden eben-
falls in Echtzeit Fahrern zugeordnet, deren bereits bestehende Touren ggf. um die
neuen Kunden erweitert werden [12]. Jaillet und Wagner [13] bieten zusétzlich einen
Uberblick iiber derartige Optimierungsprobleme und algorithmische Losungsmetho-
den. Im Rahmen des EUS wird zur Losung des Optimierungsmodells mit CPLEX ein
exaktes Verfahren genutzt, wobei die Rechenzeit aufgrund der beschriebenen Daten-
struktur gering gehalten und die optimale Losung gewihrleistet wird. Durch das be-
trachtete Geschéftsmodell wird so die Gesamtfahrtzeit aufgrund der vermiedenen
Rundreisen gegeniiber herkommlichen Geschéftsmodellen reduziert.
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5 Anwendungsfall

Die Funktionsweise des EUS wird folgend anhand eines Anwendungsbeispiels vorge-
stellt. Wie beim Lieferdienst GreenGurus wird in diesem Anwendungsfall auch von
einem begrenzten Liefergebiet (z. B. nach Postleitzahlen) ausgegangen, wodurch
sowohl die Lieferzeiten, als auch die zuriickzulegenden Strecken der Fahrer innerhalb
des Gebiets begrenzt werden. Die Fahrer werden dabei auf Basis von Erfahrungswer-
ten im Liefergebiet verteilt. Im Anwendungsfall wird von einer Situation im laufen-
den Betrieb mit fiinf Fahrern, zwei Produkten und zwolf zu beliefernden Kunden
ausgegangen. Die bestehenden Kunden sind dabei bereits zu den Touren der Fahrer
zugeordnet (siehe Tabelle 2). Im Beispiel geht nun eine Bestellung des neuen Kunden
K13 ein, welcher iiber die Eingabemaske in der App den Auftrag abgesandt hat. Mit
der erfolgreichen Bestellung erfolgt die Registrierung des Kunden. Dabei werden die
vorgestellten Hintergrundaktivitdten bis hin zur Losung des Optimierungsmodells mit
neuen Daten ausgelost. Die durch das Modell berechneten Variablenwerte werden in
die DB {iibertragen und in der App visualisiert. Das Optimierungsergebnis ist in Tabel-
le 2 zu sehen und zeigt, dass der Kunde K13 dem Fahrer F2 zugeordnet wurde. Die
Route ist in dieser Darstellung von oben nach unten zu lesen.

Tabelle 2. Anwendungsfall

Startsituation + K13 - K1 + K14
Fahrer P1/P2 Route P1/P2 Route P1/P2 Route P1/P2 Route
K7 K7 K7 K7
F1 15/6 K9 15/6 K9 15/6 K9 15/6 KO
K1 Kl K8 K8
F2 26/22 K3 26/22 K8 24/19 K13 24/19 K13
K13
K4 K4 K4 K4
F3 30/20 K5 30/20 K5 30/20 K5 30/20 K5
K11 K11 K11 K11
K3 K3 K3 K3
F4 15/15 K6 15/15 K6 15/15 K6 15/15 K6
K12 K12 K12 K12
K2 K2 K2 K2
F5 25/25 K10 25/25 K10 25/25 K10 25/25 Ilgg

Legende: F — Fahrer; K — Kunde; P — Verfiighare Produktmengen

Im weiteren Verlauf des Szenarios stellt der Fahrer F2 die Belieferung des Kunden
K1 fertig und gibt dies in der App an. Damit wird die Route des Fahrers (K1, K8,
K13) um K1 verkiirzt. Ebenfalls zu sehen ist, dass sich die Anzahl der verfligbaren
Produkte um die ausgelieferte Menge verringert hat (in diesem Fall zwei Einheiten
des Produktes P1 und drei Einheiten des Produktes P2). Das Optimierungsmodell
wurde in diesem Schritt erneut geldst, um mogliche neue optimale Routen auf Basis
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der neuen Daten zu finden, was in diesem Fall jedoch zu keinen Anderungen fiihrt.
AnschlieBend trifft durch K14 eine weitere Bestellung ein, die nach bereits erléuter-
tem Prinzip dem Fahrer F5 zugeordnet wurde.

Fahrer5

Leine

Name: Fahrer5
Aktuelle Stadt: Hannover

/N
% 4
Aktuelle StraBe: Fossestrae 40 % ?\/ \? © Kulturzentrum Faust

ba,,«\\au\P""

Verfligbare Salate: 25.0 A S il Loy
Verflighbare Smoothies: 25.0 X ) \
Route: Kunde2 --> Kunde10 --> Kunde14 e c NG S
Gesamtfahrtzeit: 26 Minuten : \, :
@ Bi Chéz Heinz ov ' \\
Veranstaltungszentrum a \
¢ — +

Kartendaten © 2017 GeoBasis-OE/BKG (©2009), Google  Nutzungsbedingungen  Fenber el Googhe Maps melden

Abbildung 2. Daten eines Fahrers nach Ereignissen im Szenario

Abbildung 2 zeigt beispielhaft, wie die Daten des Fahrers F5 nach den Ereignissen
im Szenario in der App dargestellt werden. Dabei sind der Fahrername, dessen Positi-
on, die Art (in diesem Fall Salate und Smoothies) und Anzahl der Produkte, sowie die
Gesamtfahrtzeit und die in Google Maps dargestellte Route des Fahrers zu sehen. Das
Ldsen des Optimierungsmodells in der vorgestellten Probleminstanz erfolgt auf einem
Intel Core i5 Prozessor mit 1,6 GHz und 8 GB DDR3 unter macOS 10.12.4 in durch-
schnittlich 0,242 Sekunden je Bestellung. Im Vergleich dazu betrdgt die Rechenzeit
bei einer grofleren Instanz von 30 Fahrern, 80 Kunden (davon 50 fixiert) und 3 aufei-
nander eingehenden Bestellungen durchschnittlich 17,47 Sekunden je Bestellung.

6 Diskussion und Limitationen

Das entwickelte EUS kann durch automatisierte Losung des formulierten Optimie-
rungsmodells die Fahrer den Kunden optimal zuordnen und gibt zudem die optimal zu
fahrenden Routen inklusive der Gesamtfahrzeiten an. Dies entspricht einem Work-
around zur Simulation der realen Situation des innovativen Lieferdienstes durch Ver-
wendung von Echtzeitdaten, da innerhalb des entwickelten EUS nicht mit GPS-
Schnittstellen gearbeitet wird. Dennoch muss eine dauerhafte und stérungsfreie Ver-
bindung zwischen Zentrale und Fahrern gewéhrleistet sein. Wie bei der durchschnitt-
lichen Rechenzeit der grofleren Beispielinstanz ersichtlich, steigt die Rechenzeit pro-
portional zur Problemgrofle, wie tiblich fiir gemischt-ganzzahlige Optimierungsprob-
leme. Die Probleminstanz und die entsprechende Rechenzeit werden jedoch mini-
miert, indem immer auf Basis der aktuellen Zuordnungen, iterativ pro Bestellung
optimiert wird und bestehende Zuordnungen teilweise fixiert werden. Durch dieses
Vorgehen muss nicht der gesamte Datensatz eingelesen werden und der Losungsbe-
reich wird stark reduziert. Zudem werden Kundendaten nach erfolgreicher Beliefe-
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rung aus dem Datensatz geldscht, wodurch dieser moglichst gering gehalten wird.
Eine weitere Limitation besteht darin, dass keine Teillieferungen moglich sind. Durch
deren Einfiihrung konnten alle verfiigbaren Produkte gemeinsam betrachtet werden
und nicht nur der Bestand, welchen ein einzelner Fahrer im Moment der Bestellung
transportiert. Auf diese Weise konnten Bestellungen, die zuvor abgelehnt wurden ggf.
ausgeliefert und der Servicegrad gesteigert werden. Eine zusétzliche Erweiterungs-
moglichkeit des EUS konnte darin bestehen, historische Daten zu nutzen, um Fahrer
am Tagesbeginn sowie in Zeiten ohne zugewiesene Kunden optimal im Liefergebiet
zu platzieren. Dadurch konnten die Fahrzeiten der Fahrer, sowie die Wartezeiten der
Kunden weiter verkiirzt und hohe Nachfragen in Stofzeiten effizienter bedient wer-
den. Weiterhin gilt es zu beachten, dass sowohl das vorgestellte Lieferkonzept als
auch das entwickelte Optimierungsmodell ausschlieBlich fiir vorab zubereitete, halt-
bare Mahlzeiten geeignet sind (siche Beispiel mit Salaten und Smoothies, welche
durch Kiihlboxen hinreichend frisch gehalten werden kdnnen). Dadurch ist es nur fiir
eine begrenzte Art an Lieferdiensten verwendbar. Insgesamt kdnnen on-demand Lie-
ferdienste von vorab zubereiteten Mahlzeiten mit Hilfe eines EUS unterstiitzt werden,
indem die Zuordnungen zwischen Fahrern zu Kunde, sowie die Routenbildung auf
Basis eines EUS automatisiert wird. Insgesamt wird ein Beitrag zur Verkehrsentlas-
tung geleistet, da im Falle des betrachteten Geschéftsmodells Elektroroller und Las-
tenrdder zur Belieferung der Kunden verwendet werden kdonnen, welche weniger
Verkehrsraum bendtigen und durch ihre Fahrzeugeigenschaften agiler sind.

7 Fazit und Ausblick

In diesem Beitrag wird ein innovatives Geschiftsmodell fiir einen on-demand Le-
bensmittel-Lieferdienst vorgestellt, welches durch Verwendung mobiler Technologien
und Datendienste kiirzere Lieferzeiten und eine groBere Effizienz gegeniiber klassi-
schen Lieferdiensten aufweist. Hierfiir wird zur automatischen Zuordnung zwischen
Fahrern und Kunden sowie zur Routenplanung ein gemischt-ganzzahliges Optimie-
rungsmodell formuliert und in ein intuitiv nutzbares EUS integriert. Mit dem EUS ist
es moglich, das operative Tagesgeschift eines Lebensmittel-Lieferdienstes unter
Verwendung von Echtzeit Daten zu simulieren. Das Geschéftsmodell und das entwi-
ckelte EUS als finales Artefakt liefern einen Beitrag zur anwendungsorientierten
Forschung auf dem Gebiet der Wirtschaftsinformatik, indem die Nutzung des be-
schriebenen emissionsarmen Lieferkonzeptes gefordert wird.

Fiir das Optimierungsmodell sowie das EUS wurden zudem Erweiterungsmoglich-
keiten vorgestellt. Die eingangs formulierte Forschungsfrage wird maBgeblich durch
das entwickelte EUS beantwortet, welches flir Anbieter vorab zubereiteter Mahlzeiten
geeignet ist. Zukiinftige Forschung konnte darauf fokussiert werden, das bestehende
EUS und Optimierungsmodell hinsichtlich der genannten Nachteile zu verbessern.
Zusitzlich konnten weitere Geschéftsmodelle untersucht bzw. neue Geschéftsmodelle
mit dhnlicher Ausgangssituation (mehrere Startpunkte und offene Touren) analysiert
werden, fiir welche das Optimierungsmodell angepasst werden konnte.
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Abstract. Business analytics has become more and more relevant to practitioners
and academics over the past few years. With vast amounts of data from in- and
outside an organization and the availability of fast enough hardware to process
it, all functions in an organization aim to benefit from analytics. We conduct a lit-
erature review looking at the finance department, i.e. financial and management
accounting, and identify hotspots of current and potential future research. We
summarize our findings in a framework for literature classification with the two
dimensions accounting activity and rationale for business analytics. On this grid,
better organization performance and better decision outcomes for most manage-
ment accounting activities have been covered the most, while support of strategic
and tactical goals as well as obtaining value from data should be considered more
in detail by future research.

Keywords: Business analytics, predictive analytics, financial and management
accounting, literature review.

1 Introduction

Business analytics is one of the main organizational levers to benefit from digitization
[1]. However, the use of business analytics varies substantially among the different
functions of a company. According to a 2014 study, 64% of respondents said they al-
ready use predictive analytics in marketing, with an additional 24% saying they will
use it within the next three years [2]. Finance, on the other hand, was only mentioned
by 39% and 26%, respectively. While this is still considerably more than, e.g., human
resources (17% and 22%), it is noteworthy that the number-crunching finance depart-
ment is not the first stop for advanced statistical methods. The demand, however, for
business analytics adoption is clear when looking at practitioner literature. For example,
in its 2017 CFO Agenda, the Hackett Group states that the finance department needs to
step in and support the company strategy facing more constraints on funding and head-
count and, secondly, provide the organization with more and better information [3].
The finance or accounting department has as a long tradition as a supporting function
for corporate management [4]. It spans two areas: (1) Financial accounting addressing
external stakeholders and covering bookkeeping, statutory reporting, and consolidation
on the one hand [5], and (2) management accounting addressing internal stakeholders
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and covering strategic cost management, planning and decision making, performance
measurement as well as financial statement preparation [6] on the other hand. Thus,
there are many opportunities to apply analytics in both financial and management ac-
counting. Although, there is a wide range of applications for business analytics in the
treasury and corporate finance function, too, the focus of this paper is on accounting.

Analytical (i.e. advanced statistical) techniques to gain insights from data are and
have always been one of the main concerns in the field of statistics. Only today, the fast
pace at which transactions are moving online allows for the collection of vast amounts
of data [7]. Thus, analytics is becoming more relevant to practitioners (e.g., [8]) and
scholars (e.g., [9]) alike. Building on the omnipresence of data arising from all kinds of
sources such as enterprise systems, social networks, mobile devices, public data, and
the internet-of-things, analytics goes beyond traditional business intelligence to gener-
ate better insights. Linking the data to a set of explanatory variables in order to deter-
mine causal inferences or in a predictive sense [10] enables a shift from a reactive to-
wards a proactive, forward-looking management of the organization [11].

Although, there has been an increasing interest in the benefits of business analytics
for the finance department, only certain aspects have been considered so far. Existing
research mostly covers the impact of digitization on management accounting from
a practitioner’s perspective or the benefits of business analytics in general with no par-
ticular focus on the finance department.

Addressing the divide between potential use cases and actual application of business
analytics, this paper will answer two research questions:

1. How can the application of business analytics to accounting be structured?
2. What has been the main focus of research for business analytics in accounting and
where is potential for future research?

In order to answer these questions, we conducted a literature review following vom
Brocke et al. [12] and propose a framework for business analytics in the finance depart-
ment. After laying out our research methodology and giving an overview of the results
in chapter 2, we will focus on the framework for literature classification in chapter 3
followed by an agenda for future research based on the identified research gaps in
chapter 4 and a conclusion and outlook in chapter 5.

2 Research Methodology

Literature reviews are a widely accepted methodology not only as a first step for any
research project, but also as a means to categorize existing research, present avenues
for future research, and facilitate theoretical progress [12-14].

2.1  Search Strategy

We started our literature review with a journal search in leading journals followed by
a backward and forward search to look for articles cited in the identified papers (back-
ward) and newer articles citing the identified papers (forward) [14]. Since the focus of
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this research project is at the intersection of statistics and operations research on the
one hand and accounting on the other hand, literature was searched “from both ends”.

Regarding accounting, we chose the top ten accounting journals! in line with Nitzl
[15], complemented them with the top information systems (IS) journals from the Sen-
ior Scolar’s Basket of Journals? and with AIS conferences®. We then used the search
terms business analytics and predictive analytics.

With respect to statistics and operations research, we chose five journals* from the
list of top journals based on their scope and used the search terms management (or
managerial) accounting and financial accounting.

As a second step of our literature search we broadened our scope and started a com-
prehensive database search in ScienceDirect, EBSCOhost, and Google Scholar com-
bining different search terms according to the citation pearl growing approach [16].
We started with “finance” and “business analytics” and then widened our search to
include different accounting, information systems, and planning terms in the finance
context and predictive modeling and various forecast terms in the analytics context. For
a list of search terms used in this second step, see Figure 1.

Financial Management Predictive Predictive
accounting accounting analytics model

FA . Business
Information Finance + Sales

systems M v

analytics forecast

l Management Lﬁ

MSS/DSS/ Corporate Revenue
MIS / EIS l—‘—l forecast forecast

Financial Business
planning planning

Figure 1. Citation pearl growing search terms for the database search

Due to the importance of the field to practitioners, a number of accounting organi-
zations and consulting agencies have published surveys and point-of-view reports. In

1 Journal of Accounting and Economics; Journal of Accounting Research; The Accounting Re-
view; Management Accounting Research; Journal of Management Accounting Research;
Contemporary Accounting Research; Behavioral Research in Accounting; Accounting, Au-
diting & Accountability Journal; Accounting and Business Research; Accounting, Organiza-
tions and Society

2 European Journal of Information Systems; Information Systems Research; Information Systems
Journal; Journal of the Association for Information Systems; Journal of Information Technol-
ogy; Journal of Management Information Systems; Journal of Strategic Information Systems;
MIS Quarterly

3 Americas Conference on Information Systems; European Conference on Information Systems;
International Conference on Information Systems; Pacific and Asia Conference on Infor-
mation Systems

4 International Journal of Forecasting; Journal of Forecasting; Operations Research; European
Journal of Operational Research; International Journal of Production Economics
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this work, however, the focus is on academic, peer reviewed, literature. While this may
omit a number of recent developments, we consider it justified for a literature review.
For an overview of practitioner statements regarding management accounting see, for
example, [17].

2.2 Overview of Results

The journal search lead to a large number of initial hits (see Table 1), for which we
checked title, abstract, and keywords. We ended up with an initial 22 relevant results
from this first step®.

Table 1. Search results

Journals Search term Total results  Relevant results
Accounting Predictive analytics 13 1

Business analytics 33 2
IS Predictive analytics 26 2

Business analytics 88 4
IS conferences Predictive analytics 15 0

Business analytics 52 6
Stats / OR Financial accounting 84 1

Management accounting 101 6

Sum 22

Additional results from backward, forward, and database search 47
Total number of relevant results 69

From our consecutive backward and forward search and the broader database search,
we found an additional 47 relevant results, which lead to a total of 69 relevant results.

Looking at the results on a timeline, different phases can be noted (Figure 2). (1)
Owing to the roots of analytics in mathematical models that were developed already in
the 1970s, e.g. the seminal work on time series analysis by Box-Jenkins [18], a small
number of studies in the 1980s can be considered as relevant. They focus on the transfer
of methods from operations research to management accounting [19] as well as the state
of adoption of these methods [20, 21]. (2) By the end of the 1990s and early 2000s,
sales forecasting was a common in practice and (fuzzy) neural networks were increas-
ingly used [22, 23]. Additionally, there were further studies looking at the adoption of
forecasting methods [24]. (3) The third phase is characterized by an increasing availa-
bility of data and a more comprehensive application of advanced statistical methods —
by then called analytics. With a number of articles covering the added value of business
or predictive analytics [25, 26], analytics adoption is no longer only a question of abil-
ity. It is a question of organizational transformation [10] and a new way of working
with information in a digitally enabled business [27].

5 Note that no sum for total results is given in Table 1 because some results were found with both
search terms. Relevant results, on the other hand, are all unique.
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Figure 2. Search results on a timeline

3 Framework for Literature Classification

Based on the results of our literature search, we propose a framework to classify the
existing applications of business analytics in financial and management accounting.
With the help of this framework, we then identify what we call “hotspots” of current
interest and potential hotspots of future interest.

3.1 Dimensions

Our framework has two dimensions: first, the accounting activities and second, the ra-
tionale for using business analytics with respect to a specific accounting activity.

Accounting Activities are the tasks that an accountant in financial or management
accounting performs on a regular basis. Although, the scope of financial accounting
is not the same for all companies, there is some common denominator in companies of
a certain size. We follow a list of three activities in financial accounting presented by
Horngren [5]: (1) Bookkeeping (incl. accounts payables, receivables, and credit man-
agement), (2) Statutory reporting, and (3) Consolidation.

Equally, management accounting can be set up differently in an organization, but
four core tasks are common as well, as described by Blocher et al. [28] and Brands and
Holtzblatt [6]: (1) Strategic (cost) management, (2) Performance measurement, (3)
Planning and decision making, and (4) Support in financial statement preparation.

Rationale for Business Analytics is the reason why business analytics are applied
in this specific situation. Generally, there are numerous possible nuances, however,
we follow a list of six endogenous elements summarized by Holsapple et al. [29]:
(1) Achieving a competitive advantage, (2) Support of strategic and tactical goals, (3)
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Better organizational performance, (4) Better decision outcomes, (5) Knowledge pro-
duction, and (5) Obtaining value from data

3.2 Classification of the literature

Comparing the analytics coverage in financial accounting and management accounting,
it is clear that the latter has attracted more attention. While this is partly due to the type
of work in each of the two domains, it should not lead to an exclusion of financial
accounting from consideration. In the following, we will propose three categories — less
relevant (white shading), relevant (light grey shading), and highly relevant (middle grey
shading) — of increasing interest and highlight some of the applications of business an-
alytics in each of these categories. Our categorization is based on the nature of the ac-
tivity and the general potential for statistical methods as well as current literature cov-
erage. Figure 3 shows the results for financial accounting with two highly relevant
areas in bookkeeping, a couple of relevant and some less relevant areas.

D Less relevant |: Relevant |:| Highly relevant
* Current hotspots (5+) +  Potential future hotspots
[35,36] [6,30,33, [6,31-33,35]
Bookkeeping 34,36]
*
[37,38]
Statutory
reporting
Consolidation
Achieving a Support of Better Better Obtaining
L . e L Knowledge
competitive strategic and | | organization decision roduction value
advantage tactical goals | | performance outcomes P from data

Figure 3. Classification for financial accounting

Brands and Holtzblatt [6] address better organization performance in bookkeeping
and state that accounts payable and payment monitoring can greatly benefit from an
analytics integration. Analytics can also help in choosing and contacting the right cus-
tomers in order to improve collections cash flows [30]. Achieving a competitive ad-
vantage and obtaining value from data are generally not directly associated with
bookkeeping, but can become relevant goals when it comes to fraud detection, bank-
ruptcy prediction, or credit default prediction [31-36]. Dybvig [37] propose an opti-
mized income statement improving organization performance in statutory reporting by
including more accurate forecasts and Schneider et al. [38] see potential for predictive
analytics in an early identification of financial accounting discrepancies.

Currently, there is only one hotspot of research with the integration of external data
in order to improve credit default and bankruptcy prediction (bookkeeping — obtaining
value from data). We do not see a real future hotspot, but consider better organization
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performance in bookkeeping very relevant. Amani and Fadlalla [39] found 11% of data
mining applications in financial accounting, 25% in managerial accounting, and 64%
in assurance and compliance. The papers cited for financial accounting apply neural
networks or other data mining techniques to predict, e.g., quarterly cash flows, risk
factors in financial statements or sentiments between different public statements. Yet,
most of them take an external perspective, which is not the focus of our study.

D Less relevant D Relevant |:’ Highly relevant
* Current hotspots (5+) + Potential future hotspots
[39,40] [27.,45] [38,39,41, [17,19,39, [17.44]
Strategic (cost) 42] 43-46]
management
+ + * +
[44] [48] [6,11,47,49] | | [21,47 49, [50]
Performance 51]
measurement
[33,57] [24,38] [2,34,49, [10,27,55, [27] [2,27,35,
Planning and 52-54] 56 48-50]
decision making
+ *
[27] [24] [37,58] [32]
Financial
statement
Achieving a Support of Better Better Obtaining
competitive strategic and | | organization decision Knn:lletr:lge value
advantage tactical goals | | performance outcomes production from data

Figure 4. Classification for management accounting

With respect to management accounting, the overall picture is different. We see a
number of highly relevant and only two less relevant areas in our grid. More in detail,
researchers mention almost all rationales for business analytics in connection with stra-
tegic (cost) management. Marchant [40] states that management accountants are per-
fectly prepared to help management find ways to use data for a competitive advantage.
Bhimani and Willcocks [27] consider the impact of novel forms of information on cor-
porate strategy and goals and even organizational structures. Better organization per-
formance, for example through the creation and revision of business rules with the help
of business analytics, is addressed by many authors [38, 39, 41, 42]. Likewise, better
decision outcomes, for instance using the analytical hierarchy process for cost driver
selection [43] or through a holistic view and integrated thinking [17], are covered suf-
ficiently [19, 39, 44-46]. Looking at performance measurement, there is less literature
coverage of business analytics. Schléfke et al. [47] provide a framework that consists
of the four layers capture (performance drivers in inputs, processes, and outputs), cou-
ple (performance drivers), control (knowing cause-effect relationships and crucial lev-
ers), and communicate (internally and externally). Recent conference proceedings look
at critical success factors for business analytics in performance management to support
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strategic goals [48] or the mechanisms through which business analytics supports stra-
tegic decision making [49]. Further research emphasizes better decision outcomes or
identifies ways to obtain value from data [11, 21, 50, 51].

Planning and decision making is another area of high interest. However, at the cur-
rent point it is focused mainly on better organization performance [2, 34, 49, 52-54]
and better decision outcomes [10, 27, 55, 56] due to more accurate and fact-based data,
even for small and medium-sized companies. Business analytics is also applied to plan-
ning and decision making to achieve a competitive advantage, for instance with the help
of a generalized advanced analytics competency in the finance department [33, 57], or
to support strategic goals with improved forecasting [24]. Obtaining value from data
[2, 27, 35, 48-50] was also covered from various angles like looking at what possible
actions customers might take. Finally, financial statement preparation was covered only
occasionally with articles focusing on the impact of selecting different accounting
methods [32] or better organization performance in preparing the statements [37, 58].

Finally, there were a number of articles in top accounting or information systems
journals, which did not address accounting-specific benefits of business analytics.
Some of them highlighted a better organization performance from a general business
perspective [59, 60] or obtaining value from data in the business functions [61, 62].

4 Discussion and agenda for further research

The combination of financial accounting data in the narrower sense and business ana-
Iytics was mostly used from an external perspective on the company. This changes a
bit when looking at credit default prediction, bankruptcy prediction or fraud detection.
For example, as a predecessor of fraud detection, data quality issues and irregularities
can be addressed with analytics. Consolidation is quite a complex activity; however,
potential use cases for business analytics still need to be investigated. Knowledge pro-
duction, on the other hand, seems less relevant in financial accounting. Bookkeeping in
combination with better organization performance or obtaining value from data are cur-
rently the only two areas addressed by a number of researchers. Support of strategic
and tactical goals as well as better decision outcomes come to mind as potential areas
for further research.

Management accounting has clearly received more attention by researchers. Current
hotspots with more than five articles are better decision outcomes in strategic (cost)
management and two combinations with planning and decision making. Looking ahead,
strategic (cost) management with business analytics to achieve a competitive ad-
vantage, support strategic or tactical goals or to obtain value from data should be ad-
dressed more in detail. Moreover, the use of business analytics in order to support stra-
tegic or tactical goals in planning and decision making should be addressed by future
research. Despite these promising content areas, more research should focus on the ap-
plication of prescriptive analytics. Currently, the focus is on descriptive and predictive
analytics, as has been elaborated by [39]. Prescriptive analytics, on the other hand, goes
one step further and combines analytics with intelligent automation.
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5 Conclusion, limitations, and outlook

Motivated by the increasing interest in analytics by practitioners, we surveyed literature
at the intersection of business analytics and the finance department. Looking at finan-
cial and management accounting separately we proposed a framework to get a compre-
hensive overview of motivations for business analytics with respect to different ac-
counting activities. Identifying current hotspots like better decision outcomes for stra-
tegic (cost) management as well as planning and decision making, we also highlighted
potential future hotspots like achieving a competitive advantage or obtaining value
from data in strategic (cost) management. For research purposes, this paper contributes
to a more comprehensive coverage of an emerging field of interest. For practice, it con-
tributes to a more relevant and directed research, exploring possibilities in combining
accounting activities and motivations for using business analytics. A next study should
broaden the scope and include grey reports published by accounting organizations or
consulting agencies. Besides, a closer look at the identified hotspots should be benefi-
cial to researchers and practitioners alike.
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Abstract. The popularity of big data analytics (BDA) as one of the leading
digital technologies in organizations has increased tremendously. However,
organizations, currently encounter various barriers to the successful adoption of
BDA. Grounded in technology assimilation theory, this study goes beyond a
binary view of BDA adoption and describes crucial managerial challenges along
the more complex process of assimilation by conducting an exploratory and
international Delphi study in collaboration with 21 experts. To exploit the full
potential of BDA our results reveal that the assimilation process requires 1)
appropriate organizational structures and 2) well defined business cases and
business value from the very beginning (initiation phase) and on a continuous
basis. From an academic perspective, the study sheds light on crucial challenges
that influence the assimilation of BDA on its pathway to maturity. In addition,
this study contributes to assimilation theory by providing a new perspective for
BDA.

Keywords: Big Data Analytics, Assimilation, Challenges

1 Introduction

The increasing evidence for the potential benefits of big data analytics (BDA) has
led the majority of all Fortune 500 companies (85%) in the US, to invest in BDA [1].
These organizations expect to create new business models, as well as products and
services that support, optimize and automate organizational decisions and processes by
analyzing large amounts of data [2]. BDA is increasingly incorporated in organizations
in order to establish a more agile and efficient decision-making process and is often
seen, as “one of the major innovations in the last decade” [3, p.1]. It enables
organizations to transform towards a data-driven company and is therefore one of the
leading digital technologies to support the digital transformation of companies [4].

However, as for many new technologies or information systems (IS), the process of
implementing BDA in organizations poses challenges. According to Gartner [5], 60
percent of BDA projects fail because they are not completed within budget or on
schedule, or fail to deliver certain features. Other practitioners see organizational
change issues and insufficient access to data as relevant barriers [6]. Further reports
claim that due to these various challenges more than half of BDA projects fail to go
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farther than piloting and experimentation with Big Data [7]. Prior research has also
started to observe some of the challenges of introducing BDA. For example, studies
have identified technical issues, such as data security and privacy issues, and data
integration complexities [8]. Other authors emphasize structural challenges, such as
insufficient resources in general or a lack of skilled personal [9]. Overall, research and
practical publications both highlight a diverse spectrum of managerial challenges that
may be relevant for successful BDA projects.

However, it still remains unclear why BDA projects fail during different stages of
introduction. Typically, the stated barriers are mainly examined with the assumption
that there is just a single point of introduction. But the introduction of any technological
innovation is usually not binary, being instead multi-staged and often a highly complex
phenomenon [10]. Various issues which occur before, during and after implementation
can put the success of BDA at risk. Furthermore, current research lacks adequate
analysis of the prioritization of potential barriers, which need to be addressed primarily
to leverage the full potential of BDA initiatives. Therefore, our study goes beyond
viewing the implementation and use of BDA in a binary manner and instead analyzes
the more complex phenomenon of BDA assimilation by drawing on the technology
assimilation theory [e.g. 11, 12] to identify the most crucial barriers along the multi-
staged process. Thus, this paper addresses the following research question: Which
crucial managerial challenges need to be addressed for a successful assimilation of Big
Data Analytics in organizations?

In order to answer this question, we build on the literature of BDA and the theory
of technology assimilation as a theoretical foundation. We decided to perform an
exploratory Delphi study in the field of BDA, because we recognized there was a lack
of prior knowledge to build upon. Our study provides insights into the introduction of
BDA in organizations and its related managerial challenges. It highlights crucial
barriers of a digital technology along the assimilation process in organizations.

The paper is organized as follows: First (section 2), we present the background for
our study by describing BDA and the technology assimilation theory. Next (section 3),
we explain our methodological approach and describe the four-phase Delphi study
applied to our context. In the results and discussion section (section 4 and 5), we present
and discuss the managerial challenges identified, prioritized and highlighted along the
assimilation stages by our experts. Finally, we suggest implications for research and
practice and state the limitations of our research (section 6).

2 Background

This section briefly discusses the literature of BDA and related managerial
challenges as well as the technology assimilation theory that is used to structure our
Delphi study and interpret its results.
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2.1 Big data analytics and related managerial challenges

Big Data as a term refers to the process of managing large amounts of data that
come from several, heterogeneous data sources (e.g. internal and external, structured
and unstructured) that can be used for collecting and analyzing enterprise's data [13].
In this paper we adopt a definition of BDA as techniques (e.g., analytical methods) and
technologies (e.g., databases and data mining tools) that a company can employ to
manage and analyze large-scale, complex data for various applications intended to
augment a business’s performance [14]. This definition comprises high-tech data
storage, management, analysis capability, and visual technologies as essential parts of
BDA [1]. BDA is about the extraction of unknown patterns, correlations and
information across multiple sources of data to enrich the information depths and
produce new insights for decision makers [15]. Subsequently, the implementation and
use of BDA can enable both efficient managerial decisions as well as leverage process
improvements [16].

However, the introduction of BDA in organizations poses challenges that need to
be addressed to fully leverage its potential. In previous IS-related studies on the
adoption of BDA several generic factors affecting the adoption process [e.g. 17], as
well as detailed determinants (e.g. data privacy issues [8]) have been discussed.
Typically the identified barriers are related to people, technology, strategic or
organizational domains of a company. We follow Alharti et al. [18], who reported that
the adoption barriers of BDA fall into three categories: technological, human and
organizational.

Organizational barriers are typically those factors in the organization’s structure and
culture that are not compatible with the new technology. These can include, among
others, communication, authority flows, and show how the company has traditionally
been working. Typical symptoms are a failure to perceive the strategic benefits of
investment and a lack of co-ordination and co-operation due to organizational
fragmentation [19]. Human barriers can be related both to employees lacking
appropriate data analysis skills, and to challenges related to privacy and protection of
personal information within and outside of organizations [18]. Technical barriers are
factors in the information technology itself, such as finding a solution that integrates
the new big data technology with existing legacy IT systems or solving the integration
complexity of heterogeneous data sets [18].

2.2 Theory of technology assimilation

The theory of technology assimilation can be understand as an organizational
process “unfolding in a series of decisions to evaluate, adopt, and implement new
technologies™ [20, p. 897]. It is defined as “the extent to which the use of the technology
diffuses across the organizational projects or work processes and becomes routinized
in the activities of those projects and processes” [21, p. 121]. Since the early
applications of the technology assimilation theory to IS research, it has been applied
and adapted in many ways. The range of application fields reaches from material
requirements planning [11] to e-business [22] and cloud computing [10].
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The theory of technology assimilation suggests that there is not just a single point
of introduction of a new innovation in an organization. It is rather a multi-staged,
sequential process, which is often far from simple and rarely unfolds in a linear and
smooth manner [10]. There are often several different points in time where the
assimilation may intensify or deteriorate and various obstacles and challenges need to
be addressed [12]. Potential users, for example, face difficulties in learning about a new
technology and in understanding how they must adapt their work-process activities to
be able to use the new technology in an efficient way [23, 24]. In this context, potential
users are more likely to use technologies that are perceived as user-friendly, having a
clear benefit over existing ways of doing their job, being rather less complicated to use,
and being suitable with the existing work processes and work domain [25].

In the IS literature several researchers have proposed various process and stage
models describing the technology implementation process in organizations. These
models are valuable in analyzing the context in which events (such as barriers) occur
and show the causal linkages and temporal relationships between them [12]. Amongst
the most cited is that of Gallivan [12], who created a six-staged assimilation model,
based on the work of Zmud and colleagues [11], shown in table 1.

Table 1. Innovation assimilation stages [12]

Stages Description
Initiation A match is identified between an innovation and its
intended application in the organization.
Adoption The decision is made to invest resources to accommodate
the implementation effort.
Adaption The innovation is developed, installed and maintained,

and organizational members are trained both in the new
procedures and in the innovation.

Acceptance Organizational members are committed to using the
innovation.

Routinization Usage of the innovation is encouraged as a normal activity
in the organization.

Infusion The innovation is used in a comprehensive and
sophisticated manner which leads to increased
organizational effectiveness.

3 Method: A Delphi-study design

The Delphi method is based on expert knowledge and aims to reach consensus on a
specific research question via a structured process of iterative questionnaires with
controlled feedback [26-28]. In IS research, the Delphi method has a long history of
applications [29] and has been applied in the context of BDA recently [30]. This
methodological approach enables an effective communication process through iterative
rounds of feedback and prevents the direct confrontation of participants that could lead
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to potential biases [26, 29]. The expert panel size typically ranges between 10 to 30
experts [29].

The Delphi method is a useful explorative approach to gain insights from the
collective experience of practitioners, in particular when the literature lacks sufficient
empirical studies [27, 31]. Therefore, the Delphi method appeared to be the most useful
approach in order to address our research question. By following the procedures and
quality criteria stated by several authors [e.g. 26, 27, 28], we aimed to meet the call for
higher methodological rigor in Delphi studies as well as this method’s soundness [27].

3.1 Panel selection

Since the results of Delphi studies are entirely based on the panelists’ statements and
indications, the selection of suitable experts is a critical factor. Okoli and Pawlowski
[38] suggested a five-step approach for the selection procedure in Delphi studies. We
followed this process by identifying experts with differing professional backgrounds
comprising consulting, research, IT and information management, technical sales, as
well as IT focused project management. Subsequently, we compared the qualifications
of the potential participants to create a classification and ultimately a prioritization
methodology for the experts by a category system in order to ensure profound expertise
among the panelists. For instance, a mandatory factor for researchers was to be
currently involved in big data research. For consultants, corporation employees and
other types of occupations, we decided to only choose persons in senior positions with
long work experience in the field of data analytics. For example, practitioners had to
have contributed to the set-up or usage of BDA systems on a practical level. On a
strategy level, they had to be involved in decisions of BDA initiatives.

Based on the selection criteria, the first potential panelists were contacted through
the research teams’ professional networks. In addition, the authors searched in
business- and employment-oriented social networking services (e.g. LinkedIn) for
practitioners with expertise in the field of BDA. We identified 284 potential
practitioners and 12 potential academic experts, which were invited to take part in the
study. We aimed for a panel size of 20 experts to account for possible drop-outs during
the study period.

Altogether, 21 BDA experts committed to participating and completed the first
round of the Delphi study (corresponding to a response rate of 7.4%). The panelists’
primary functional affiliation ranged from big data initiatives in organizations (30% of
panelists) to academic research (20% of panelists) to consulting (50% of panelists) in
various industries (e.g. aviation, banking, energy, IT). All experts had been extensively
involved in big data projects in the United States, Europe, Brazil or Australia. The
average number of years working in managing information technologies (IT) within
our panel was 20 years, with 5 years working specifically in the field of BDA. The
panelists held various senior positions with responsibilities for BDA initiatives,
including positions such as CEO, head of BI applications, or managing director at
management consultancies. All academic experts held chairs at universities, except for
one associate professor.
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3.2  Data collection and analysis

The entire Delphi study was conducted with an online survey platform. We
conducted a total of four rounds over the period from May-June 2017, allowing one
week for the experts to respond to each round. Extending the Delphi procedure of
Schmidt [28], this study segmented data collection and analysis in four distinct phases:
Brainstorming (1), Selection (2), Ranking (3) and Assignment (4), see table 2.

Phase 1 (Brainstorming) serves to brainstorm and identify a broad range of relevant
managerial challenges. To do this, we provided the panelists with our definition and
understanding of BDA as outlined in the introduction and theoretical section of this
study to ensure a common understanding. We asked the experts to name and briefly
explain at least 5 managerial challenges associated with BDA in their organizations. In
the interest of not limiting the diversity of the initial value set, we did not bound the
number of possible responses [28]. After obtaining 107 suggested challenges, the
research team consolidated the list by deleting duplicates and sharpening the
descriptions. The compiled results were subsequently discussed collectively by the
research team in order to create one reliable and consolidated list of managerial
challenges. It was then sent to all experts for the purpose of validation. After
incorporating the experts’ feedback, the final list resulted in 25 BDA-related managerial
challenges. Following Alharti et al. [18], the research team classified the list of
challenges into organizational, human and technological barriers according to their
interrelation.

Table 2. Overview of the data collection and analysis process

Phase Objective and panelists Panelists
Brainstorming (1)  Collection and validation of initial managerial 21
challenges
Selection (2) Selection of most crucial challenges 13
Ranking (3) Ranking of most crucial challenges 13

Assignment (4) Highlighting of most crucial challenges along the 13
assimilation process

The second phase (Selection) served to identify the most important managerial
challenges. For this purpose each participant was requested to state, in his or her
judgement, the 10 most crucial challenges for a successful assimilation of BDA on a
randomized list of all challenges. Subsequently, the research team further consolidated
the list on the basis of the experts’ selection. Following Piccinini et al. [32], we aimed
to receive 12-15 crucial managerial challenges and therefore cut-off each challenge on
the list that had been selected by less than 30% of the panelists. This procedure led to
13 crucial managerial challenges at the end of the selection phase.

In phase 3 (Ranking), the experts were asked to rank the shortened list of challenges
in order of their importance for a successful assimilation of BDA. To do this, the
shortened list of challenges was sent to the panelists in a randomized order. In order to
investigate whether a consensus among the experts had been reached, the Kendalls’
coefficient of concordance (W) was calculated [28]. According to Schmidt [28],
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consensus levels are appraised as weak at W = 0.3, moderate at W = 0.5, and strong at
W =0.7. The ranked results in phase 3 implicate a Kendall’s W consensus of 0.14.

In phase 4 (Assignment), the experts were asked to highlight each of the 13
managerial challenges of the shortened list along the six stages of the process of
technology assimilation (multiple answers allowed). In keeping with other Delphi
studies [e.g. 33], the research team identified an assimilation stage as relevant for a
managerial challenge, if the majority of panelists (> 50%) assigned a specific challenge
to one assimilation stage.

4 Results

In this section, we present the final results of our Delphi study. During the
brainstorming and selection phases, crucial managerial challenges for the assimilation
of BDA were identified, consolidated and condensed to the most important items. Table
3 shows the results of the selection phase of our study.

Table 3. Results of the selection phase of our Delphi study

Category Managerial challenges of BDA in organizations Phase 2 —
Selection*
Organizational Lack of long-term view of data as an asset and its 69
Challenge (OC) potential future business value
Lack of clear use cases to motivate big data projects 69
Lack of an enterprise wide data strategy 62
Lack of top management commitment to big data 62
projects
Insufficient commitment or resistance to change of non- 62
IT project stakeholders
Gaps in alignment of goals and expectations between IT 54
and business units
Risk averse culture 31
Human Lack of BDA-related skills of employees 69
Challenge (HC) Lack of knowledge of end users in how to interpret and 62
transform data analytic results
Technological Data integration complexity 77
Challenge (TC) Data quality issues 69
Insufficient data governance practices 46
Selection of an appropriate BDA technology 38

Note: * indicates the % of panelists who selected this challenge as very important

Subsequent to selecting the most crucial managerial challenges, the experts were
asked to rank the challenges according to their importance (phase 3) and to highlight
the ranked results along the six-stages process of technology assimilation (phase 4), as
shown in figure 1.
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Especially noticeable is the aspect that the top ranked managerial challenges of
assimilating BDA already occur in the first two stages of the assimilation process and
belong to the organizational domain of barriers. Human challenges, such as lack of
skills and knowledge, are not seen as that crucial and can be addressed during the
adaption, acceptance and routinization stage of BDA assimilation. Technological
challenges are rather subordinated.

Phase 3 Crucial managerial challenges of BDA Phase 4 - Assignment
along the assimilation process o| &
JHEEEHE
Rank | 2| E|€| 8| §| S
at. = a2 & B = g
(mean 15| 5| 8|2
rank) 212132222
||| || e
Rl
1(4) |oc I&ack of top management commitment to big
ata projects
Lack of long-term view of data as an asset and
2(4,5) [oC ist potential future business value
3(5,5) |oC Insufficient commitment or resistance to
! change of non-IT project stakeholders
4(6) |oC Lac'k of clear use cases to motivate big data
projects
4 (6) |TC |Data integration complexity
6 (6,5) |OC [Lack of an enterprise wide data strategy

6 (6,5) |[TC |Data quality issues

8 (7) |HC |Lack of BDA-related skills of employees

9 (7,5) [TC |Insufficient data governance practices

10(8) |HC Lack of knowledge of end users hqw to
interpret and transform data analytic results

Gaps in alignment of goals and expectations

11.(10) [oc betgveen Ingnd busingss units ’

12 (11) |OC [Risk averse culture

13 (11) [TC [Selection of an appropriate big data technology

Kendall's coefficient (W): 0.14
Figure 1. Crucial managerial challenges of BDA along the assimilation process

5 Discussion

The findings of our study indicate that the managerial challenges of assimilating
BDA are influenced by various factors, such as structural, technical, staffing and
strategy-related issues which can be categorized according to the domains of
technology, people and organization. In line with previous work [3] is the finding that
introducing BDA in organizations is not a simple technical issue per se, but rather an
organizational transformational challenge. Our panelists ranked most of the
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organizational issues, such as lack of top management commitment, as the most crucial
challenges to be addressed for a successful assimilation of BDA in organization.
Technical issues and human barriers are subordinated in the ranking.

Furthermore the result of the Delphi study indicate that lack of senior management
support or insufficient commitment of the top management team prevents the
successful introduction of BDA directly at the beginning of the assimilation (initiation
phase). Analogous to that is the implication of having no or insufficient use cases for
BDA. Our experts perceive the lack of clear use cases as crucial. This often directly
hinders any BDA initiatives in the initiation and adoption phase. According to Rogers
[25] an assimilation of a new technology will be more successful when it has a clear
relative advantage over the existing business system. Clear use cases could demonstrate
their potential future business value and would lead to sufficient commitment from
project stakeholders.

Additionally, Figure 1 shows that the majority of managerial challenges of BDA
occur in particular during the first three assimilation stages, namely initiation, adoption
and adaption phases. This basically leads to two conclusions: First, several serious
potential issues need be addressed even before the actual implementation process of a
BDA initiative begins, otherwise every assimilation effort is strongly endangered.
Second, the result may be indicative of the evolutionary stage companies are at on the
BDA implementation journey. The majority of the crucial challenges are highlighted in
particular within stages one to three of the assimilation process. Our expert panel is
apparently mostly involved in managing those barriers in the first stages and perceives
these as very important, which might suggest that many organizations are still at a pre-
implementation or implementation stage of BDA initiatives. This finding expands
Kiron and Shockley’s [34] statement, that many organizations are still at a reactive
stage, in which they deal with various issues of managing data itself while not
necessarily adopting and using BDA in a comprehensive and sophisticated manner.

Our Delphi study reveals two additional results which have not, to the best of our
knowledge, previously received appropriate attention in the current literature. Firstly,
our study shows that the necessity of ridding a company of a risk averse culture is
crucial right from, or even before, the beginning of a BDA initiative. Enabling a trial
and error mentality, as well as an experimental setting to test various analytic
approaches and derive potential use cases is necessary to be developed before the actual
BDA implementation process starts. Secondly, in contrast to previous work which has
often stated psychological challenges, resistance to loss of power or status while
implementing complex information technologies [e.g. 19] does not play a crucial role
in BDA initiatives in the view of our panelists.

6 Contribution, Limitations and future research

This study has several implications for research and practice. We make two specific
contributions to the literature of innovation assimilation. First, our study extends the
literature [e.g. 12] by emphasizing the context in which assimilation events, namely
crucial managerial challenges, occur, and shows the sequential relationship between
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them. Second, although some overlaps to other studies analyzing the barriers of
technology assimilation do exist, such as the fact that successful assimilation requires
senior management support [22], our study reveals that organizational challenges are
the most important barriers to be addressed. This contradicts Conboy and Morgan [10],
for instance, who state that the biggest barrier to the technology assimilation is people-
related. We also contribute to the contemporary BDA research by providing an
overview of crucial BDA barriers in a sequential, multi-staged way while analyzed
along the assimilation process.

For practitioners, our study sheds light on the question of why the majority of BDA
projects fail [5] and which obstacles need to be addressed primarily. Our results suggest
that companies often lack relevant organizational and structural aspects during the
initiation and adaption stage. To exploit the full potential of a BDA project in the long-
term, an organization has to successfully address the following challenges directly at
the start of any BDA initiative: 1) Demand top management commitment from the very
beginning and on a continuous basis 2) Create clear use cases upfront to motivate every
project stakeholder and to demonstrate its future business value. People related
challenges, such as training efforts and knowledge management are subordinated and
can be addressed during the adaption, acceptance and routinization stage. The priority
ranking of the selected challenges forms the starting point to set up BDA projects
accordingly, bring relevant stakeholders to the table and direct their resources toward
addressing the most important challenges in each assimilation stage.

Furthermore, we acknowledge that our Delphi study has some limitations. As with
any Delphi-type study, the results rely on the experience and opinions of a limited
number of individuals, in our case 21 experts. Although the panel size is comparable to
other IS-related Delphi studies [31, 35] and is not required to be statistically
representative [26], we must be reserved when generalizing the results [35]. A further
limitation of the study is related to the relatively low level of consensus regarding the
ranking phase of our study, indicated by a Kendall’s W of 0.14. It might be explained
by the broad diversity of our panelist’s experiences concerning BDA initiatives in
organizations as shown in other contemporary IS-related Delphi studies [e.g. 32].

In spite of the limitations, we are confident that our results serve as a fruitful starting
point for empirically analyzing the challenging assimilation process of BDA in
organizations. Our study lays the groundwork for research projects on how to overcome
the identified challenges in each assimilation stage and find potential solutions. In a
next step the panel could be extended to reach a broader group of experts, including
different stakeholders such as potential recipients of BDA projects. Furthermore, the
approach could change to one that is more in-depth, such as case studies to understand
how BDA is being used in different industry settings at a more granular level, such as
in the energy sector, or for specific divisions in organizations.
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Abstract. Die Steuerung grofRer Produktionsunternehmen stellt aufgrund einer
Vielzahl interdependenter Geschéftsprozesse eine Herausforderung fiir das
Management dar. Es wird erwartet, dass Entscheidungen entsprechend der
Uibergeordneten strategischen Zielstellungen der Unternehmen getroffen werden.
Jedoch macht die Komplexitit der Ursache-Wirkbeziehungen zwischen den
Kennzahlen, die zur Prozesssteuerung dienen, eine Abschatzung der
Auswirkungen von MaBnahmen flir den Menschen nahezu unmdglich. Vor
diesem Hintergrund wird ein Ansatz vorgestellt, der auf Basis von Korrelationen
zwischen Kennzahlen sowie deren leicht verstandlicher Visualisierung die daten-
basierte und systemgestlitzte deskriptive Analyse von Kennzahlenrelationen
ermdglicht. Dabei liegt ein besonderer Fokus auf der Objektivitdt und
Praktikabilitdt des Modells. Dieses wird anhand des Beispiels eines deutschen
Automobilwerkes vorgestellt und validiert.

Keywords: Ursache-Wirkbeziehung, KPI, Kennzahl, Data Mining, Korrelation.

1 Einleitung

Zahlreiche Produktionsunternehmen nutzen Business Intelligence (BI)-Systeme zur
Entscheidungsunterstitzung fir das Management. Diese Anwendungen bilden
Kennzahlendaten, welche die jeweiligen Geschéaftsprozesse reprasentieren, bspw.
durch Ampeldarstellungen ab und erméglichen Analysen und die Uberwachung der
Zielerreichung. Die Bedeutung dessen liegt darin begrindet, dass viele Unternehmen
unter Wissensdefiziten der Entscheidungstrager, welche die strategische Willens-
bildung pragen [1], leiden. Diese Defizite sind eine Konsequenz der hohen
Steuerungskomplexitat groBer Produktionsunternehmen. Komplexitdt wird als die
,-..Eigenschaft, viele Zustidnde oder Verhaltensweisen annehmen zu kénnen* definiert
[2, S. 6]. Zudem ist der Mensch in der Lage, ein System aus bis zu vier Variablen
kognitiv zu verarbeiten und zu verstehen [3]. Angesichts der Vielzahl an Variablen
(Kennzahlen), die beispielsweise ein Automobilwerk besitzt und die zahlreiche
Zustande einnehmen kénnen, lasst sich schlussfolgern, dass dessen Verhalten aufgrund
seiner Komplexitét intuitiv weder nachvollzogen noch antizipiert werden kann [4].
Somit werden die kognitiven Fahigkeiten der Fihrungskrafte Gberfordert und das
Abschétzen der Konsequenzen von Entscheidungen massiv erschwert [2], [5].
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Ublicherweise treffen Manager auf Grundlage von Fachwissen und Intuition
Annahmen bezlglich einzelner Bereiche zur Abschdtzung der Auswirkungen von
Malinahmen [4]. Dabei helfen Kennzahlen, die Steuerungskomplexitét zu reduzieren.
Dennoch ist es sehr schwierig, die Ursachen fiir bestimmte Wirkungen im
Kennzahlennetzwerk zu ermitteln und zielorientiert zu nutzen. Daher besteht eine grofie
Nachfrage nach systembasierter Entscheidungsunterstitzung zur Analyse der
Kennzahlenrelationen [6], [7].

Vor diesem Hintergrund eignet sich das Automobilwerk Leipzig der BMW Group?
aufgrund der Komplexitdt und Interdependenzen der zur Automobilfertigung
notwendigen Prozesse, der Steuerung mit Hilfe von Kennzahlen sowie der
hierarchischen Zielstruktur fir die Durchfihrung einer Fallstudie. Anhand dessen
Geschéaftsprozessen und Daten wird im realen Umfeld ein quantitatives Modell? zur
Analyse von Kennzahlenrelationen entwickelt, angewendet und validiert (Abb. 1).

e TS Nale transparenter Kennzahlenrelationen

Data Mining

2| 1. Deskription 2. Pradiktion 3. Kausalanalyse
g Korrelationsanalyse | Multiple Regression | Moderation
Mediation
Ursache-Wirkbeziehungen zwischen Kennzahlen von Produktionsunternehmen

Abbildung 1. Modell zur datenbasierten Analyse von Kennzahlenrelationen

Das Modell besteht aus finf Kernelementen: Die Basis bildet die Analyse des
Nutzens der Kenntnis von Ursache-Wirkbeziehungen (UWB). Dem folgt auf
Grundlage von Kennzahlendaten eine deskriptive Analyse der UWB mittels einer
Korrelationsanalyse und einer geeigneten Visualisierung. Mit Hilfe einer multiplen
Regression wird im nédchsten Schritt eine pradiktive Analyse durchgefiihrt, um
detaillierte Untersuchungen der Wirkungen von Einfluss- auf ZielgréRen zu
ermoglichen sowie ,,What-if“-Betrachtungen durchzufiihren. Zur Uberpriifung
moglicher Kausalitdten der gefundenen Beziehungen folgt die Analyse von
Moderations- und Mediationseffekten zwischen den Kennzahlen. SchlieRlich werden
fur jeden dieser Schritte die Potentiale hinsichtlich der datenbasierten Erzeugung von
Transparenz der Kennzahlenrelationen untersucht.

Der vorliegende Beitrag fokussiert die Nutzenanalyse der Kenntnis von UWB
zwischen Kennzahlen, die Analyse von Kennzahlenrelationen mittels einer
Korrelationsanalyse sowie dessen Potentiale hinsichtlich der Schaffung von
Transparenz.

1 Im BMW Werk Leipzig werden die Fahrzeuge der BMW Ller und 2er Reihe sowie Autos mit
Elektroantrieb gefertigt. Rund 5.300 Mitarbeiter produzieren téglich tiber 860 Fahrzeuge [8]

2 Ein Modell wird im Entscheidungsunterstiitzungskontext als eine Verkniipfung mehrerer Me-
thoden verstanden [9]. ,,Als implementierte Methoden kommen hierbei vor allem heuristische,
statistische, finanzmathematische und prognostische Verfahren zum Einsatz* [9, S. 111]
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2 Kennzahlenbasierte Unternehmenssteuerung

Die angesprochenen Geschéftsprozesse werden als “Menge von Aufgaben, die in
einer vorgegebenen Ablauffolge zu erledigen sind und durch Applikationen der
Informationstechnik unterstiitzt werden,“ [10, S. 62] verstanden. Eine der
Kernaufgaben des Managements ist deren Gestaltung, was ,,sowohl den (strategischen)
Entwurf bzw. die Neugestaltung als auch die standige (operative) Weiterentwicklung
in Form von Prozessverbesserungen, kurz alle Manahmen zur Planung, Steuerung und
Kontrolle von Geschiftsprozessen* umfasst [11, S. 55]. Dabei ist es von Bedeutung,
dass die Bestandteile des Produktionssystems in ihrer Vernetztheit untersucht und
gesteuert werden, da komplexe, dynamische, wechselseitige Interdependenzen
zwischen den Prozessen bestehen, welche das Verhalten des Ganzen bestimmen [12].
Folglich liefert die isolierte Betrachtung einzelner Prozesse einen unzureichenden Grad
an Erkléarbarkeit dessen Verhaltens und schopft Verbesserungspotentiale fiir die
Steuerung nicht aus. Eine Form, die Vernetztheit von Geschaftsprozessen zu
betrachten, ist die Anwendung (und Aggregation) von Kennzahlen zu deren Steuerung.

2.1  Steuerung mittels Kennzahlen

Kennzahlen sind ,,...quantitative Informationen, die fiir die spezifischen Bediirfnisse
der Unternehmensanalyse und —steuerung aufbereitet worden sind“ [1, S. 9]. Deren
Verwendung ermdglicht es, Zusammenhénge in hoch verdichteter Form transparent zu
machen, die Steuerungskomplexitét zu reduzieren und Ursachen bestimmter Ereignisse
zu analysieren [1], [13]. Als Grundlage dient die Ubersetzung der strategischen
Unternehmensziele in Kennzahlen und die Definition von Zielwerten. Anschliefend
werden diese top-down fir die Hierarchieebenen heruntergebrochen [14], [15], sodass
letztere damit sowohl steuern als auch gesteuert werden. Berichtet werden die
Kennzahlen tblicherweise bottom-up.

Indes muss den Verantwortlichen bewusst sein, dass das Kennzahlensystem einer
Organisation das Verhalten von Managern und Angestellten malRgeblich beeinflusst
[14]: Es wird nach der Erreichung der Zielvorgaben gestrebt, da dadurch der Erfolg der
eigenen Arbeit gemessen wird und bspw. Bonuszahlungen daran gekn(ipft sein kdnnen.
Daher miissen die Ziele jeder Hierarchieebene auf die Strategie ausgerichtet sein, um
eine Fehlsteuerung zu vermeiden. Jedoch erfolgen die Erzeugung und Anpassung von
Kennzahlen hdufig in einem evolutionéren Prozess induktiv aus Erfahrungswissen oder
dem Bauchgefiihl des Managements und nicht anhand von sachgerechten Kriterien [1],
[16]. Zudem fiigen wechselnde Manager in der betrieblichen Praxis neue Kennzahlen
zu der bestehenden Kennzahlenlandschaft hinzu, sodass deren Menge ansteigt und
folglich die Ubersichtlichkeit des ohnehin komplexen Systems abnimmt. Die
entstehende Intransparenz und die Vernetztheit der Geschéftsprozesse fiihren durch
unvollstandige Informationen, begrenzte Ressourcen und Kommunikationsbarrieren zu
erhdhtem Aufwand. Daher ist es fiir eine effiziente Unternehmenssteuerung notwendig,
ein bestmdgliches Verstandnis fiir die Kennzahlenrelationen zu entwickeln.
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2.2 Ursache-Wirkbeziehungen zwischen Kennzahlen

Im Rahmen einer Studie zeigt [17] auf, dass Personen mit einem besseren
Verstandnis fur die kausalen Beziehungen zwischen ihren Handlungen und den
jeweiligen Ergebnissen bessere strategische Entscheidungen treffen als andere. Ein
Grund dafir ist, dass die Kenntnis von UWB zwischen Kennzahlen das Aufbrechen
von Silodenken fordert: Sind die Auswirkungen von MalRnahmen nicht nur im eigenen
Verantwortungsbereich sondern im gesamten Kennzahlennetzwerk abschatzbar,
koénnen effiziente und am Gesamtziel des Unternehmens ausgerichtete Entscheidungen
getroffen werden; dies gilt ebenfalls bereits bei der Herleitung von Kennzahlen und
deren Zieldefinition. Somit werden Unsicherheiten und Schaden reduziert [1], [18] und
die isolierte Betrachtung von Kennzahlen Uberwunden. Ferner ermdglicht die
Ubergreifende Kenntnis der UWB von Kennzahlen durch gesteigerte Transparenz
bezlglich interdependenter Bereiche des Unternehmens eine effektivere
Kommunikation, Vorhersagen und kontinuierliches Lernen Uber das Systemverhalten
[19]. Folglich kann geschlossen werden, ob die Resultate von MalRnahmen mit hoher
Wahrscheinlichkeit, notwendigerweise oder nicht eintreten werden [19].

Status quo. Trotz der genannten Vorteile sind ,,...die Bemiithungen, Ursache-
Wirkbeziehungen empirisch-theoretisch zu fundieren, [...] eher sporadisch und
vielfach unzureichend* [1, S. 404]. [16] zeigen auf, dass empirische Ansédtze zur
Identifikation, Quantifizierung und Projektion existierender UWB zwischen
Kennzahlen fehlen. Gleiches stellt [18] im Kontext der Balanced Scorecard (BSC) fest.
[20] legt zudem dar, dass die betriebliche Wirklichkeit und damit
Entscheidungsprozesse inklusive ihrer UWB kaum umfassend statistisch beschreibbar
sind, da die Realitat zu komplex ist. Dem gegentiiber konstatiert [21], dass UWB Teil
der empirischen Welt und daher empirisch abbildbar sind. Dieser Diskurs stiitzt die
Einschatzung von [19], dass im Bereich der empirischen quantitativen Analyse von
UWB Forschungsbedarf besteht.

Verwandte Arbeiten. Durch zahlreiche Interviews mit Experten unterschiedlicher
hierarchischer Ebenen (Fachbereichsmitarbeiter bis hin zu Fuhrungskraften der
Werkleitung) sowie diverser Fachbereiche (u.a. Qualitat, IT, Logistik) und die
Mitarbeit in einem strategischen Projekt zur Schaffung von Transparenz, Messbarkeit
und Wirksamkeit der Kennzahlenlandschaft des BMW Werkes Leipzig Uber einen
Zeitraum von mehr als einem Jahr konnten zahlreiche Erkenntnisse gewonnen werden:
Beispielsweise kumulieren und aggregieren die meisten betrachteten BI-Tools
Kennzahlen, ermdglichen aber keine detaillierten Analysen der UWB. Darauf
aufbauend wurden zentrale Anforderungen an die Analyse von UWB (siehe Kopfzeile
Tab. 1) abgeleitet, welchen bestehende Ansétze zugeordnet werden.

Die groRe Menge an Kennzahlen in Produktionsunternehmen macht den Umgang
mit vielen Variablen und deren Visualisierung durch Systeme zur Analyse von UWB
notwendig. Zugleich besitzen Kennzahlen, welche diverse Prozesse steuern, heterogene
Einheiten (z. B. Stuck, Zeiteinheit). Diese Anforderungen stellen mehrheitlich kein
Problem dar.
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Tabelle 1. Literaturanalyse anhand ermittelter Anforderungen

Quelle Ermittlung  Analyse Re-  Relevanz  Visuali-  Vielzahl
Relationen  lationsstdrke  Einheiten  sierung Variablen
Forrester[4] - Qualitativ.  Qualitativ Ja Intuitiv.~ Ja
System Dynamics
Youngblood, Collins  Qualitativ Qualitativ Nein Keine Ja
[22] - MAUT
Rodriguez et al. [16]  Qualitativ Datenbasis Nein Intuitiv =~ Ja
- QRPMS
Van der Aalst [6] Datenbasis  Datenbasis Ja Intuitiv. Nein
- Process Mining
Peral et al. [7] Qualitativ Datenbasis Nein Keine Ja
Kotzanikolaou Qualitativ Qualitativ Nein Intuitiv =~ Ja
etal. [23]
Rupprecht/Schweinb  Qualitativ Keine Nein Keine Nein
erger [24]
Hesse et al. [25] Qualitativ  Datenbasis Nein Intuitiv = Ja

- PlantCockpit

Forschungsbedarf hingegen ergibt sich hinsichtlich der Frage der Ermittlung von
Kennzahlenrelationen in bisherigen Arbeiten: Bis auf eine Ausnahme werden UWB-
Netze mit der Hilfe von Experten qualitativ entwickelt. Dies fiihrt zu einer reduzierten
Objektivitat und Reproduzierbarkeit der Modelle, da sich diese in Abhéngigkeit der
beteiligten Personen &ndern. Ebenso kdnnen getdtigte Annahmen als notwendige
Bedingungen der jeweiligen Analyse nicht tberprift werden. So entwickeln bspw. [4]
und [22] auf Basis von Erfahrungswissen mathematische Formeln zur Beschreibung
des Verhaltens von Kennzahlen, um UWB zu simulieren bzw. mittels Korrelationen zu
analysieren.

Zwar ermitteln einige Anséatze die Stérke der Relationen datenbasiert, jedoch weisen
sie hinsichtlich der Praktikabilitdit im Kennzahlenkontext Schwéachen auf.
Beispielsweise rekonstruiert [6] Prozesse anhand der Daten durch den Prozess
geflossener Einheiten. Jedoch basiert der Ansatz aufgrund seines Prozessfokus auf
Ereignisprotokollen mit den zugehérigen Zeitpunkten, weshalb er sich nicht zur
Analyse von Kennzahlenrelationen eignet. Fir letzteres nutzen [16] eine Hauptkompo-
nentenanalyse (PCA). Diese ,,...unterstellt, dass sich die Varianzen der Items einer
Itembatterie moglichst vollstdndig durch einzelne Faktoren abbilden lassen...[,was] aus
Sicht der empirischen Forschung wohl kaum realisierbar ist* [20, S. 221].

Eine gute Grundlage bieten [25], die die UWB zwar qualitativ ermitteln, daraufhin
aber ebenfalls paarweise Korrelationsanalysen zwischen den Kennzahlen durchfiihren.
Deren Darstellung erfolgt jedoch nur hinsichtlich einzelner GréRen, sodass die daten-
basierten Beziehungen des Gesamtsystems nicht abgebildet werden. Somit werden u.a.
die initial ermittelten UWB als gegeben angesehen und nicht hinterfragt, was der
Obijektivitat nicht zutrdglich ist, und die Priifung redundanter Kennzahlen erschwert.
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3 Analyse der Kennzahlenrelationen eines Automobilwerks

Data Mining beschreibt die Anwendung spezieller Algorithmen zur Identifikation
von Mustern in Daten, welche nicht-triviale Vorhersagen bezuglich neuer Daten
ermoglichen [26]. Etwas konkreter fihrt [1, S. 33] aus, dass ,,...z.B. unter Einsatz
statistischer Verfahren nach Clustern oder Korrelationen zwischen den Daten...
gesucht wird und es der Entdeckung neuer Zusammenhénge und Strukturen dient. Zwei
der priméren Ziele sind die Deskription und die Pradiktion: Deskription ist die
Identifikation von fir Menschen verstandlichen Mustern, die die Daten beschreiben;
Pradiktion nutzt Variablen aus Datenmengen, um unbekannte oder zukinftige Werte
anderer Variablen vorherzusagen [27]. Nachstehend wird, wie erwahnt, der deskriptive
Teil des entwickelten Modells (Abb. 1) betrachtet.

Entscheidungstrager in groRen Unternehmen sind haufig keine Analytikexperten,
weshalb die Ratschlédge von Analysten flir diese schwer zu verstehen und das Vertrauen
in die Ergebnisse und daher deren Berticksichtigung bei Entscheidungen unzureichend
sein konnen [26]. ,,Nur die [...] verstandenen und damit auch akzeptierten Resultate
kdnnen letztlich Entscheidungen und die zukiinftige Realitdt beeinflussen™ [20].
Insofern eignet sich eine Korrelationsanalyse zur Deskription, da sie eine geldufige,
akzeptierte und vertrauenswurdige statistische Methode ist.

3.1 Beschreibung des Fallbeispiels

Die Abbildung aller UWB in einem Unternehmen ist [20] zufolge aufgrund der
Vielzahl der Prozesse und Kennzahlen zu komplex, was im Rahmen der Fallstudie
bestétigt wurde. Daher wurden spezifische Entscheidungsprobleme separat untersucht.
Bei deren Abgrenzung zeigte sich, dass sich die Experten hadufig intuitiv nach
Funktionsbereichen oder Verantwortlichkeiten richteten. Um jedoch ein umfassendes
Verstandnis der UWB zu erhalten, bewéhrte sich die Orientierung an potentiellen
prozessinternen  Einflussgebern ergdnzt um GroRen aus Vorganger- /
Nachfolgerprozessen, Parallelprozessen oder Zielenehmer-Zielegeber-Beziehungen.

Beispielhaft wurde die Kennzahl Termintreue im Finish-Bereich der Montage des
Werks ausgewahlt. Sie misst die Quote der Fahrzeuge, die innerhalb der veranschlagten
Zeitraume die Montage verlassen, und reprasentiert einen kritischen Erfolgsfaktor fir
die Werkleitung. Daher ist die Kenntnis, welche GrofRen sowohl positiven als auch
negativen Einfluss auf diese Ergebnisgréfle haben, von groRer Bedeutung fiir das
Management. Als einflussgebende GroéRen wurden zunéchst weitere Kennzahlen, die
vom strategischen Management genutzt werden, ausgewahlt und diese im Austausch
mit Prozessexperten um operative Grolien erganzt, sodass die Analyse der UWB mit
insgesamt zehn Kennzahlen erfolgte. Diese werden im Produktionsprozess parallel
oder sequentiell erfasst und im Folgenden nummeriert dargestellt: K-1 bis K-10.

Die Daten, die fur diese Grélien verwendet wurden, sind die Kennzahlen-Werte fir
die Serienproduktion von Fahrzeugen mit Verbrennungsmotor auf Tagesbasis von
Anfang Januar 2016 bis Ende April 2017. Bei der Auswahl des Zeitraumes wurde
berticksichtigt, dass dieser nicht zu lang ist, um Auswirkungen einschneidender
Verénderungen der produzierten Fahrzeuge (z. B. Facelifts), Anlaufphasen neuer

64



Fahrzeuge oder Verénderungen an den Produktionslinien zu vermeiden, da der
Regelbetrieb des Werkes ohne Sonderereignisse modelliert werden soll. Andererseits
sind zur Erprobung ausreichend Informationen vorhanden (>377 Beobachtungen je
Kennzahl), um die UWB realistisch abbilden zu kdnnen. Fur die Analyse wurde das
Package Statsmodels von Python genutzt und das resultierende Netzwerk mittels Neo4J
visualisiert.

3.2 Deskription der Kennzahlenrelationen

Mit dem Ziel, die Kennzahlenrelationen derart abzubilden, dass Kennzahlenverant-
wortliche die Darstellung innerhalb kiirzester Zeit verstehen, wurde eine paarweise
Korrelationsanalyse nach Bravais-Pearson durchgefuhrt. Diese ermdglicht die
Bestimmung der Stérke des linearen Zusammenhangs zweier Variablen [20]. Zunéchst
wurde geprift, ob die Kennzahlen definitorisch unabhangig sind, sodass Korrelationen
aufgrund formeller Abhadngigkeiten ausgeschlossen sind, und, ob sie logisch und
prozessual in Zusammenhang stehen, sodass Kausalbeziehungen mdglich sind.
Weiterhin sind die Rohdaten der Kennzahlen metrisch skaliert, was ebenfalls fiir die
zuléssige Durchfiihrung der Korrelationsanalyse spricht. Unter der Pramisse, die Daten
geringstmoglich zu verandern, um deren Objektivitat zu erhalten, wurden Schritte zur
Datenbereinigung durchgefiihrt. Fehlende (z.B. NaN) und fachlich unplausible Werte
wurden entfernt, wobei ein permanenter Austausch mit Prozessexperten stattfand, um
keine fur den Prozess charakteristischen Auspréagungen zu beeinflussen: Es besteht
prinzipiell die Méglichkeit, dass Anomalien (Ausreifer), welche aus statistischer Sicht
vermutlich nicht den Regelbetrieb widerspiegeln, trotzdem in der Analyse betrachtet
werden sollen, da Experten diese als normale Prozesserscheinungen identifizieren.
Aulerdem wurden zum Erhalt der Objektivitat der Daten keine Aggregationen oder
ahnliches durchgefiihrt.

Durch das Sichten der resultierenden Streudiagramme aller untersuchter paarweiser
Korrelationsbeziehungen wurde sichergestellt, dass die Daten linear beschrieben
werden konnen [28]. Dies verdeutlicht Abbildung 2 beispielhaft anhand der
Kennzahlen Termintreue (K-10; x-Achse) und Durchlaufzeit (K-9; y-Achse).

earson’s r (R): -0.768(5.112)

0
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Abbildung 2. Korrelationsanalyse zwischen Termintreue und Durchlaufzeit
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Der errechnete Korrelationskoeffizient sagt aus, ob zwischen den Messwertpaaren
ein positiver (perfekt positiv: r=1), ein negativer (perfekt negativ: r=-1) oder kein
linearer Zusammenhang (Koeffizient - nahe bei - null) besteht [20]. Um ein
differenzierteres MaR zur Klassifizierung der Koeffizienten zu erhalten, wurden die in
der Literatur tblichen Grenzen® angepasst und zur folgenden Graphanalyse Farben
zugeordnet (siehe Tab. 2):

Tabelle 2. Farbliche Codierung der Kanten®

Ir| Korrelation Farbe
<0,1 keine keine
0,1<|r|<0,4 Schwach Rot
0,4<|r|<0,7 Mittel Gelb
0,7<|r|<0,9 Stark Grin
[r>0,9 Sehr stark Blau

Die Kennzahlen Termintreue und Durchlaufzeit, welche annahernd normalverteilt
sind, weisen einen Korrelationsfaktor von -0,768 auf, was bedeutet, dass sie stark
antikorreliert sind. Dies ist prozessual schliissig, da, wenn die Durchlaufzeit je
Fahrzeug sinkt, eine Verbesserung der Termintreue sehr wahrscheinlich ist. So wurde
durch die Korrelationsanalyse eine plausible Beziehung erkannt. Mittels des P-Wertes
kann zudem die Signifikanz aufgezeigt werden®. Er gibt an, mit welcher
Wahrscheinlichkeit ein Korrelationskoeffizient gleicher GréRRe entstehen kdnnte, wenn
die Nullhypothese (es existiert keine Beziehung zwischen den Variablen) wahr wére
[28]. In der Literatur wird héufig eine Signifikanzgrenze von 0,05 genutzt, welche sehr
deutlich unterschritten wird (P-Wert: 1,23E-72<0,05).° Im Anschluss an die
Berechnung der Korrelationen erfolgt die Visualisierung des Kennzahlennetzwerks in
einem Graphen (siehe Abb. 3 links).

@

0,45
16)

I

Abbildung 3. Visualisierung der Korrelationen in Beziehungsgraphen

31r|<0,5 — schwache Korrelation; 0,5<|r|<0,8 - mittlere Korr.;|r[>0,8 - starke Korr. [18]

4 Per Konvention gehort die Klassenobergrenze zur jeweiligen Klasse, die Untergrenze nicht [18]

5 Optional, da auch nicht-signifikante Korrelationen kausal relevant sein kdnnen

6 Bei starken Abweichungen von der Normalverteilung bzw. Nichtlinearitdt sind andere
Korrelationskoeffizienten zu priifen (bspw. Spearmans Rangkorrelationskoeffizient)
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In diesem Graphen représentieren die Knoten die jeweiligen Kennzahlen und die
Kanten die bestehenden Korrelationsbeziehungen inklusive der Starke der
Beziehungen anhand deren Breite, Farbung und Koeffizienten. Die Pfeile an den
Kanten sind zu ignorieren, da mittels einer Korrelation die Wirkrichtung, ob A auf B
oder B auf A wirkt, nicht bestimmt werden kann [28]. Dies ist der nicht anpassbharen
Darstellungsform von Neo4J geschuldet und beinhaltet keine Aussage. Davon
abgesehen eignet sich Neo4J jedoch, um solche komplexen Graphen zu erzeugen.

Die horizontale Sortierung der Kennzahlen erfolgte gemaR der realen prozessualen
Sequenz im Werk, welcher auch die Analyse der UWB folgen sollte. Die rémischen
Zahlen kennzeichnen die drei Erfassungspunkte dieses Beispiels. Mittels einer solchen
Darstellung wird die datenbasierte Analyse, welche Kennzahlen statistisch miteinander
in Beziehung stehen und wie stark die jeweiligen Korrelationen sind, ermdglicht. Es
zeigt sich, dass durch die Vielzahl an Korrelationen zwischen den Kennzahlen die
eingangs angenommenen Interdependenzen der Geschéftsprozesse und die
Komplexitat, der sich das Management gegenlbersieht, nachvollzogen werden kdnnen.

Des Weiteren kénnen auch einzelne Elemente untersucht werden: Da die Analyse
der Termintreue im Fokus steht, werden die Beziehungen hinsichtlich dieser in
Abbildung 3 rechts alleinstehend dargestellt. Neben der erléuterten Beziehung mit der
Durchlaufzeit weisen weitere sieben der ausgewéhlten Kennzahlen eine Korrelation mit
der Termintreue auf: Vier davon sind schwacher und zwei mittlerer Auspragung.
Darauf aufbauend kann bspw. hinterfragt werden, welche dieser Gréf3en sich zukiinftig
fir die effiziente Steuerung der Termintreue eignen und ob die Zielvorgaben dieser
Kennzahlen der Zielerreichung der Termintreue zutraglich sind oder nicht.

Bei der Analyse der Ergebnisse ist zu beachten, dass eine Korrelation keine Aussage
bezuglich kausaler Beziehungen trifft, da solche Muster in Daten zufallig entstehen
kénnen (sogenannte Scheinkorrelationen). Weiterhin liegt keine statistische Unab-
hangigkeit zwischen den Grolien vor. Dem wird in den Schritten 2 und 3 des Modells
(Abb. 1) Rechnung getragen werden, da dieser Beitrag den deskriptiven Teil fokussiert.
Auch konnen einzelne Prozesse mehrere Tage bendtigen, weshalb durch die
Betrachtung von Tageswerten ohne Beriicksichtigung zeitlichen Versatzes ein geringes
Rauschen in den Daten entsteht. Aus den genannten Griinden wurden die Ergebnisse
mit Kennzahlenexperten auf Plausibilitdt und mégliche Kausalitaten Gberprift und die
erkannten Beziehungen bestatigt. Somit konnte dieses Modellelement zur deskriptiven
Analyse von Kennzahlenrelationen sowie deren Visualisierung validiert werden.

4 Schlussbetrachtungen

Im Bl-Umfeld wird haufig davon ausgegangen, dass Kennzahlen und deren UWB
qualitativ beispielsweise im Kontext der BSC [9] betrachtet oder aus dem Business
Model Canvas abgeleitet werden [29]. Basis dessen sind i. d. R. Annahmen des
Managements, sodass das einbrachte Wissen von den beteiligten Personen abhéngt. Der
vorliegende Beitrag stellt den deskriptiven Teil eines neuen Analyseansatzes als
erganzende, objektivere Informationsquelle zur Entscheidungsunterstitzung vor: Die
Beziehungen zwischen Kennzahlen werden mittels empirischer Daten quantitativ
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ermittelt, was die Reproduktion der Ergebnisse unabhdngig von einzelnen Personen
ermoglicht und implizites Wissen datenbasiert ergénzt.

Da auBer der Auswahl der Grofen und deren prozessualer Sortierung keine
qualitativen Informationen in die Methode einflieRen, ist die Komplexitit der
vorliegenden Analyse gegeniiber anderen quantitativen Ansétzen tendenziell geringer.
In der Praxis zeigte sich, dass Korrelationsanalysen den Kennzahlenexperten zumindest
terminologisch geléufig waren, wodurch das Vertrauen in die Ergebnisse anstieg.
Insbesondere durch die Darstellung beispielhafter Streudiagramme mit unterschiedlich
starken Korrelationen, konnte die Aussagekraft des Korrelationsgraphen verdeutlicht
und eine sehr gute Nachvollziehbarkeit erreicht werden. Dies ist in den in Tabelle 1
genannten Quellen nur sehr eingeschrankt oder gar nicht moglich. Die Interpretation
der Visualisierung der Beziehungen in dem Korrelationsgraphen war fiir alle Anwender
nach wenigen Minuten problemlos mdglich.

Darauf aufbauend kdnnen zusétzliche Erkenntnisse Uber untersuchte Teilbereiche
komplexer Kennzahlensysteme erlangt werden, um deren Verhalten besser zu
verstehen. Eine starke Korrelation zwischen zwei Gré3en kann z. B. die Wirksamkeit
einer angenommenen UWB bestatigen oder ggf. auf Redundanz einer der beiden
Kennzahlen aufmerksam machen. Eine fehlende oder geringe Korrelation knnte indes
auf eine mangelhafte Einflussnahme einer GréRe auf eine andere hindeuten.

AuBerdem ist es moglich, unbekannte Beziehungen zwischen Kennzahlen, die bisher
nicht bei der Steuerung des Unternehmens beriicksichtigt wurden, zu identifizieren:
Zeigen zwei Kennzahlen eine hinreichend starke Korrelation, sollte diese Beziehung
hinsichtlich ihrer Eignung zur zukunftigen Steuerung untersucht werden. Ferner ist die
Analyse grofRer Datenmengen mdglich, sodass durch das versuchsweise Hinzufiigen
weiterer Kennzahlen mdglicherweise neue Erkenntnisse bezuglich bereichs- und
hierarchietbergreifende UWB gewonnen werden. So kdnnen auch diverse Zeitrdume
untersucht werden, um bspw. saisonal bedingte UWB zu erkennen.

Dies bietet Potentiale flir die Schaffung von mehr Transparenz und die VVerbesserung
des Verstandnisses fir die Vernetztheit von UWB. Die folgende Reduktion von
Silodenken im Unternehmen dient der Ausrichtung von MaRhahmen und Zielen auf die
Unternehmensstrategie. Auch kénnen Liicken im Kennzahlennetzwerk erkannt, neue
Kennzahlen zielgerichtet ergénzt und das dynamische Verhalten bestehender
Kennzahlen abgeschatzt werden. Insbesondere letzteres vermindert den statischen
Charakter bestehender BI-Ldsungen. Somit wird entscheidend zur Komplexitats-
bewaltigung durch effizientere Kommunikation verschiedener Bereiche beigetragen
und durch das Abwagen von Handlungsalternativen Unsicherheiten reduziert.

Zusammenfassend stellt dieser in der Praxis validierte Beitrag eine Moglichkeit zur
datenbasierten und systemgestiitzten, deskriptiven Analyse von Kennzahlenrelationen
dar, dessen Ergebnisse flr Personen ohne Analytikkenntnisse verstandlich und
anwendbar sind. Zu bertcksichtigen ist, dass das dargestellte Kennzahlennetzwerk auf
paarweisen Korrelationen basiert, wodurch kombinierte UWB nicht abgebildet und
,,What-if-Analysen nicht ermdglicht werden. Eine Losung daflr wird im zweiten
Schritt des entwickelten Modells mittels einer Multiplen Regression realisiert werden.

Aulerdem stammen die genutzten Daten aus nur einem Produktionsunternehmen.
Da aber keine Spezifika dessen in den Beitrag eingeflossen sind, wird die
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Ubertragbarkeit auf andere Unternehmen und Prozesse angenommen. Dies wird
dadurch gestutzt, dass auch aus operativen Daten und Fragestellungen bereits wertvolle
Erkenntnisse erlangt wurden.

Auch wenn ein hohes Mal} an Objektivitat der Analyseergebnisse erreicht wird, ist
durch die notwendige Datenbereinigung und die Auswahl der eingebrachten Daten ein
subjektiver Einfluss unumgdnglich. Gleichermalien unterliegt die Analyse der
Resultate dem individuellen Wissensstand des Anwenders. Dabei ist wichtig, dass sie
hinsichtlich moglicher Kausalitaten geprift werden, da eine Korrelation keine Aussage
diesbezlglich treffen kann; der Anwender tragt die Verantwortung, ob die Ergebnisse
zur Entscheidungsunterstiitzung genutzt werden.

Zukinftig wére zu prifen, ob die Methode einer verbesserten mathematischen
Beschreibung der Beziehungen von Elementen in SD-Modellen (z. B. [5]) und
Ansitzen wie MAUT [22] dient. Auch koénnte eine Ubertragung auf
kennzahlenorientierte Prozessmodellierungen wie Visual PPINOT [30] interessante
Erkenntnisse liefern. Darlber hinaus bildet die Methode die Grundlage fir die
pradiktive Analyse und die statistische Betrachtung von Kausalititen als néchste
Schritte des Modells zur datenbasierten Analyse von Kennzahlenrelationen.
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Abstract. Current exception handling mechanisms in Java and .NET frameworks
are limited to handle exceptions once they occur. Non-existing or failing
exception handling can cause several problems. This study contributes to the
development of a preventive exception handling mechanism where the
occurrence of an exception is predicted and proactively prevented. A database of
1.5 million user sessions recorded on a stand-alone C# software application was
used in this study. We evaluate the potential of user behavioural data to predict
the occurrence of exceptions. Five classification methods are benchmarked with
stratified 10-fold-cross validation. K-Nearest Neighbour shows superiority to the
other methods with an average Matthews correlation coefficient of 0.66.
Complementing hardware and system environmental data by user behavioural
data improves the prediction quality of exceptions. Our study provides evidence
for the ability to predict exceptions regardless of their type. It is a step towards a
self-learning mechanism that improves software reliability post-release.

Keywords: Preventive Exception Handling Mechanism, Software Defect
Prediction, Exception Prediction, Software Reliability.

1 Introduction

Software is omnipresent in modern society which highly relies on its proper operation.
Especially when software is responsible for human lives or has high impact on business
decisions, software is expected to operate reliable and flawless. Sometimes this
expectation is dismissed as there is no guarantee for a software defect free application.
Therefore, intelligent technical mechanisms that increase software’s maturity, fault
tolerance, and recoverability are desirable.

In contrast to material goods, the intangible nature of software enables the
occurrence of software defects [1]. Arora et al. analyse the software companies’ trade-
off between selling software with defects and investments in patching. They conclude
that in large markets, software companies release software early, despite unfinished
software testing. Reasons include high time-to market pressure, a fixed cost structure
to remedy software defects, and marginal costs that are effectively zero for fixing
software defects per product post release [1].
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To prevent a software from crashing due to defects, the exception handling
mechanism was invented in 1975 [2]. This paradigm is reactive, defining actions which
are triggered when a defect occurs. These actions aim at bringing the software back into
a known state and prevent it from crashing. Cabral and Marques empirically evaluate
the mechanism for Java and .NET in [3]. Their research reveals two shortcomings. First,
software developers misuse the exception handling mechanism. They either throw
generic exceptions, leave the exception handling code empty, or use the mechanism for
writing log-files. This makes error handling impossible and therefore disables its use as
an error handling tool. Second, ever since its invention in 1975, the exception handling
mechanism’s design has not changed much [3].

The exception handling mechanism is subject to current research which addresses
the presented shortcomings. The latest developments in machine learning algorithms
and the decreasing costs in computational power enable a paradigm shift. Lourengo et
al. propose a preventive exception handling mechanism (PreX) [4,5]. A classifier
learning from observed exceptions could make predictions about their occurrence. If an
exception is predicted, countermeasures can be initiated to bring the software into a
state that prevents it from happening. The best classifier’s performance ranges from 3
to 5 percent false positive rate (FPR) and false negative rate (FNR) [4].

Besides PreX, the research field of software defect prediction is close to our study.
The majority of the studies in this research field use a classification algorithm to predict
whether software modules have defects [6]. Lessmann et al. offer a benchmark
framework to compare different classification methods for this task [7]. They propose
the area under the receiver operating characteristics curve (AUC) as an evaluation
metric for comparative studies in this research field. Open issues in software defect
prediction are listed in [8].

This study addresses the two research fields: exception handling mechanism and
software defect prediction. In contrast to software defect prediction, our classifier
predicts the occurrence of exceptions in a post release live system rather than the
occurrence of defects in the software code. While Lourengo et al. [4,5] focus on
predicting null pointer exceptions only, our classifier predicts all types of exceptions.
Furthermore, we evaluate the ability of PreX with recorded data on a C# stand-alone
software application. Besides hardware and system environmental data, we include
user behavioural data for the prediction of exceptions. We aim to answer three research
questions with this study:

Research Question 1 (RQ1): What potential does user behavioural data have for
the prediction of exceptions in user sessions? Software defects and exceptions are
usually predicted with hardware and system environmental data. However, the user’s
actions trigger exceptions.

Research Question 2 (RQ2): How important is the beginning of a user session for
the occurrence of an exception during the session? The first events in a user session
should reveal which task a user pursues. We assume that exceptions are related to
certain tasks. Therefore, the beginning of a user session should already reveal a later
occurring exception.

Research Question 3 (RQ3): What potential does the modelling of user behaviour
have for predicting exceptions in a live system? For the development of PreX, it is not
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sufficient to answer only RQ2, since the exact moment of an occurring exception is
unknown. However, for PreX, it is essential to predict that exact moment.

The remainder of this article is structured as follows. In Chapter 2, we provide
required definitions and a description of the applied machine learning and evaluation
methods. In Chapter 3, we describe the data set design and its features. In Chapter 4,
the machine learning methods are applied to two data sets and their performance is
evaluated. We conclude with a summary of this study’s contribution in Chapter 5, as
well as its limitations, and provide some directions for future research.

2 Theoretical Background

In the following, we differentiate software defects from exceptions and provide the
reader with the concept of PreX. Next, we present the chosen classifiers and justify the
selected evaluation metrics.

2.1  Software Defects and Exceptions

The term software defect describes unintended software behaviour. It includes software

failures and software faults [9]. A software failure describes the software’s inability to
produce the user’s expected result [10]. The cause for a software failure is a software
fault [9]. Only a developer can eliminate a software fault in the code before compiling
the application. Some software faults remain forever undiscovered in software.

In order to define the term exception, Flaviu distinguishes three different software
states that an executed software method can result in [11]. These are: standard domain
(SD), anticipated exceptional domain (AED), and unanticipated exceptional domain
(UED). To control a software system, it is necessary to know the state of all its variables
and objects. If this condition is violated, the software is in an unintended state and
terminates. Usually, a called software method terminates at the SD. When a method is
invoked and an exception appears, the application terminates in AED or UED.
Therefore, Flaviu defines an exception as unintended software state [11]. Flaviu’s study
is the foundation for current exception handling mechanisms. We use the term
exception to refer to an unintended software state [11].

2.2 Preventive Exception Handling Mechanism

The current exception handling mechanisms in Java and .NET follow a try-catch-
finally syntax. Lourengo et al. [4,5] adopt and extend this syntax as shown in the
following.
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try (<prediction context>) {
// ... Prediction Block.
// Exceptions can be caught and alarms can be triggered
} prevent ( <exception name>, <information object> ) {
// ... Prevention Block.
// Execution follows the resumption model.
} catch ( ... ) {
Exception Handling code

O O J o U Wi

}

The try block turns into a prediction block. A classifier predicts the probability for an
upcoming exception. When a certain probability threshold is exceeded, an alarm is
triggered and the prevent block is executed. This block is responsible for preventing
the exception from happening by executing the resumption model. When the classifier
fails to predict an exception, no alarm is triggered and the traditional exception handling
mechanism in the catch block is executed.

Lourengo et al.’s aim is to offer developers a sophisticated and powerful tool to develop
and apply new kinds of exception handling strategies. The developer is responsible to
define what kind of exception should be predicted and what suitable countermeasures
for this specific kind of exception are. Lourengo et al. simulate a python client-server
application [4,5]. For this environment, they predict connection timeouts between the
client and the server. When the probability for such a timeout is high, they slow down
the clients execution rate to prevent the connection timeout[4,5].

While Lourengo et al. focus on predicting connection timeouts in this specific
environment, we focus on predicting any kind of exception types in an empirical data
set. Since the design of the resumption model always is an individual decision of the
developer, we do not address its design further.

2.3 Classification Methods and Evaluation Metric

Table 1 displays the seven most frequently used classification methods in software
defect prediction [6] and indicates which of these are applied in this study’s benchmark.

Table 1. Application of classification methods in the field of software defect prediction

Classification Number of Applied in
Method Studies [6] Current Study
Naive Bayes 14 Yes
Decision Tree 11 Yes
Neural Network 9 No
Random Forest 6 Yes
Logistic Regression 5 Yes
K-Nearest Neighbour 4 Yes
Support Vector Machine 4 No
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We do not apply Neural Networks due to the high resource requirements regarding
memory and time. Support Vector Machines are excluded also since they require
parameter optimisation which is not the focus of this study.

Lessmann et al.’s framework [7] evaluates the classification methods based on the area
under the curve (AUC) metric. It describes the area under the receiver operating
characteristics (ROC) curve which is defined as

True Postive Rate (TPR)
False Positive Rate (FPR)

ROC =

(1

The AUC value can be interpreted as the probability that the classifier will rank a
randomly chosen positive instance higher than a randomly chosen negative instance
[12]. In recent years, there has been some criticism about the metric. In particular for
imbalanced data, it can give a misleading impression about a model’s performance by
over-estimating a classifiers performance [13]. Due to these shortcomings, we use
Matthews correlation coefficient (MCC) [14] as our main evaluation metric. It is
defined as follows

_ TPXTN— XFN )
= J(TP+FP)(TP+FN)(TN+FP)(TN+FN) 2)

McCC

with TP=True Positive, TN=True Negative, FP=False Positive, and FN=False Negative
[15]. Since it involves all values of the confusion matrix and considers accuracies and
error rates of both classes, it is less biased by an imbalanced data set and considered the
best singular assessment metric by some authors [16—18]. It ranges from -1 to 1, with -
1 indicating the worst possible, 1 indicating a perfect, and 0 indicating a random
prediction performance [17]. Since the MCC is a contingency matrix method of
calculating the Person correlation coefficient [15], MCC values can be interpreted as
such. Following Evans, a Pearson correlation coefficient between 0.40 and 0.59 is
accounted as “moderate”, as “strong” between 0.60 and 0.79, and as “very strong”
between 0.80 and 1.0 [19]. For comparison reasons, we report both, MCC and AUC.

3 Data Sets Design

The data originates from a software which is primarily used for product portfolio
analysis and variant management in the manufacturing industry. The risk of a software
crash only results in a software restart and therefore bad user experience. The number
of recorded attributes in many user sessions plus the tracking of exceptions, makes it a
qualified software application for our study. A database of 1.5 million recorded user
sessions was provided for this study. It covers customers’ and developers’ sessions of
two different software products for a period of 35 months. During this period, the
recording of sessions has been adjusted several times. We can only ensure the same
level of data quality for sessions recorded in the past 12 months. We derive two data
sets to answer the research questions. Both contain only data of customers’ sessions
and the first software product. For technical reasons, they differ in the number of
covered months. The two data sets contain 12 hardware and system environmental
features, hereinafter referred to as system features that are displayed in Table 2. The
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system features contain information, which is available at the beginning of a user
session.

Table 2. Overview of system features

Number of

System Feature Category Features Example
Hardware Environment 6 Processor Architecture
Software Environment 5 Operating System Version
Software Product 1 Software Version

In addition to system features, both data sets contain triggered session events. These are
individual events in a session triggered by the user. A click on the application’s start
menu is one example for such an event. For this study, we observe 415 unique session
events, which cover a click path through the software application. This represents the
user’s behaviour in a session. Each session event is represented by a unique identifier.
Not all 415 session events are necessarily triggered in one single user session. Figure 1
illustrates an exemplary user session with n € N session events and m € N exceptions.

exception #1 -+ exception #m
session event #1 session event #2 session event #3 | --- session event #n
I l l l . l I >
! ' time
session start session end

Figure 1. Model of a single user session with session events and exceptions

For both data sets, we model session events as sparse matrices representing the
chronological order of events in a user session.

3.1 Modelling of Individual User Behaviour in Data Set I

We design Data Set I to answer RQ1 and RQ2. It covers a time frame of 12 months. A
single user session is represented as exactly one instance. The session events only
represent sequences of the beginning of a user session with a length of n € {3, 6, 9}. For
example, assume one single user session consists of the following five session events
(376,379,387, 295,296). In case of n = 3, only the first three session events (376,
379, 387) are considered.

It is possible to observe more than one exception during a user session. This is
irrelevant for the dependent variable, since it only indicates whether an exception will
occur at some point during an entire user session.
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3.2  Modelling of Individual User Behaviour in Data Set IT

We design Data Set II to answer RQ1 and RQ3. It covers a time frame of 3 months. In
contrast to Data Set I, a single user session is now represented by several instances. We
split all observed session events during one single user session into sequences of length
n € {3,6,9}. For example, assume one single user session consists of the same five
session events (376,379,387,295,296). In case of n = 3, three session events
sequences (376,379,387), (379,387,295), and (387,295,296) are created. This
results in three instances representing the user session.

In case of more than one observed exception in a user session, all occurring
exceptions are considered. The dependent variable indicates whether an exception
occurs immediately after the session events sequence. In consequence of modelling user
behaviour as session events sequences, the system features are replicated and added to
each session events sequence.

3.3 Distribution of Data Sets’ Dependent Variable

Figure 3 displays both data sets’ number of instances and the distribution of the
dependent variable.

Table 3. Overview of Data Set I and 11

Number of  Percentage With  Percentage With

Data . .
Instances no Exception Exception
data set I n={3,6,9} 49,085 91.27 8.73
data set Il n =3 73,998 99.46 0.54
data set Il n=6 73,294 99.46 0.54
data set I n=9 72,352 99.45 0.55

The instances of Data Set I represent 49,085 user sessions covering session events from
the beginning of a session only. The number of instances is independent of n. One or
more exceptions occur in 8.73 percent of these user sessions.

Data Set II only covers 316 user sessions each with at least one exception. The
number of instances depends on n since each user session is divided into session events
sequences of length n € {3, 6,9}. This results in three data sets with a slightly different
total number of instances. The number of instances is equal to the number of created
session events sequences. Compared to Data Set I it is even more imbalanced.

4 Evaluation of Classification Methods

Five classification methods are benchmarked on both data sets using R (version 3.4.1)
and the mlr package [20,21]. The benchmarks are computed on cloud computing
services, requiring memory in the range of 10 to 72 GB. Stratified 10-fold-cross-
validation is chosen for both benchmarks since it is a generally accepted validation
method [7,22,23]. At first, only system features are used for both benchmarks.
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Afterwards, session events sequences with n € {3,6,9} are added to the system
features and the benchmarks are performed again.

4.1 Benchmark of Classification Methods with Data Set 1

In Data Set I, only the first session events of a session are considered. The classification
task at hand is to predict whether at some point during the session an exception will
occur. The benchmarking results of all five classification methods on Data Set I are
displayed in Table 4.

Table 4. Benchmark I, average MCC (average AUC)

Classification Method System System Features + Session Events
Features n=3 n==6 n=29
Naive Bayes 0.04 (0.69) 0.11(0.70) 0.04 (0.70) 0.02 (0.60)
XGBoost 0.04 (0.72) 0.27(0.77) 0.41(0.75) 0.51(0.72)
Random Forest 0.00 (0.53) 0.21(0.66) 0.58 (0.80) 0.69 (0.86)
Logistic Regression 0.04 (0.59) 0.23(0.60) 0.48 (0.71) 0.59(0.78)
K-Nearest Neighbour 0.16 (0.73) 0.33(0.84) 0.63(0.92) 0.78 (0.96)

Regardless of the classifier and based on system features only, the prediction whether
an exception occurs in a user session is random. Except for the Naive Bayes classifier,
the prediction performances improve, when session events from the session’s beginning
are added. The more session events at the session’s beginning are included, the better
the prediction performance of all classification methods is, except for Naive Bayes. K-
Nearest Neighbour based on system features and n = 9 session events predicts the
occurrence of an exception best, leading to an average MCC of 0.78, which is
considered strong. It indicates a very high degree of correlation between the classifiers
prediction and the actual outcome. The results of XGBoost are further evidence for the
unsuitability of the AUC as evaluation metric. For n = {3, 6,9} the average AUC is
almost the same while the average MCC shows considerable differences.

4.2 Benchmark of Classification Methods with Data Set 11

In Data Set II, all possible sequences of size n € {3, 6,9} in a session are considered.
The classification task at hand is to predict whether an exception occurs immediately
after the corresponding sequence. The Benchmarking results of all five classification
methods on Data Set II are displayed in Table 5.
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Table 5. Benchmark II, average MCC (average AUC)

System System Features + Session Events
Classification Method Features Sequences
n=3 n=6 n=29
Naive Bayes 0.03 (0.73) NaN (0.58) NaN (0.50) NaN (0.50)
XGBoost NaN (0.62) 0.36(0.69) 0.44(0.69) 0.53(0.71)
Random Forest 0.00 (0.52) 0.12(0.73) 0.17(0.88) 0.27(0.92)
Logistc Regression 0.05(0.75) 0.14(0.83) 0.26(0.81) 0.42(0.84)
K-Nearest Neighbour 0.03 (0.57) 0.40(0.83) 0.60(0.91) 0.66 (0.88)

Again, regardless of the classifier and based on system features only, the prediction
whether an exception occurs in a user’s session is random. For XGBoost, there is no
MCC available, since FP = TP = 0. As observed in Benchmark I, the prediction
performance improves when the actual session events sequences are considered in
addition to the system features. The larger the session events sequences, the better the
prediction performance is. K-Nearest Neighbour, based on system features and session
events sequences of length n = 9, predicts the occurrence of an exception best, leading
to an average MCC of 0.66, which is considered strong.

4.3 Discussion of Results

In both benchmarks, the Naive Bayes classifier shows poor prediction performance.
The reason is that session events data violates the Naive Bayes assumption that all
features should be independent. Session events are clearly dependent on previous
session events, since they cover the user’s click tree.

Both benchmarks differ in the classification task. Benchmark I’s prediction
performance is slightly better than Benchmark II’s. One reason for that difference might
be the degree of class imbalance which is worse in Data Set II. With the obtained
benchmark results, we can answer the research questions.

RQ1: What potential do user behavioural data have for the prediction of exceptions
in user sessions? Both Benchmark I and II show a high potential of behavioural data,
here session events, for the prediction of exceptions in user sessions. Complementing
system features by behavioural data improves all classifiers’ prediction performance,
except for Naive Bayes. We conclude that the reason for this performance improvement
is that the user’s actions are responsible for triggering exceptions. System features by
itself do not contain any information about which software methods are used. This is
evidence to include both behavioural data and system features for PreX.

RQ2: How important is the beginning of a user session for the occurrence of a
software exception during the session? Benchmark I clearly demonstrates that the
beginning of a user session contains information about the later occurrence of
exceptions. The first session events in a user session indicate which task a user pursues
and this task is assumed to be correlated with the later occurrence of an exception. The
larger the sequence of leading session events, the better the prediction performance of
all classifiers, except for Naive Bayes, is.

79



RQ3: What potential does the modelling of user behaviour have for predicting
exceptions in a live system? For the development of PreX, it is essential to predict the
exact moment of an occurring exception. Otherwise, it is very difficult to initiate
countermeasures to prevent the exception. Modelling session events in sequences of a
given length mitigates the time problem of Data Set I. The results of Benchmark II
show that modelling user behaviour by session events can lead to a substantial
improvement on the prediction performance of exceptions. For all classifiers except
Naive Bayes, session events sequences of length n = 9 result in better prediction
performance than sequences of length n = {3, 6}.

This study’s results measured with the AUC metric are comparable to Lessmann et
al. [7], even though we predict exceptions and Lessmann et al. predict software defects.
The results of Benchmark I range between an average AUC of 0.53 and 0.96, while the
results of Benchmark II range between 0.50 and 0.91. Lessmann et al. report results
between an average AUC of 0.50 and 0.97 in their benchmark study [7]. Overall the
benchmark results measured with the MCC show a positive correlation between the
classifiers prediction and the actual outcome. K-Nearest Neighbour is identified as the
single superior classifier.

5 Conclusion

A self-learning mechanism which improves software reliability post release is of
interest in research and practise. PreX is at the starting point of its development and is
anew use case for applied machine learning. While PreX remains invisible for software
users, they are leveraged as large-scale testing resources who unconsciously contribute
to the software’s reliability. PreX is a generic mechanism which can be used in any
software application regardless of its use case. Different software has different
requirements concerning the importance of minimising FP and FN predictions.
Therefore, we apply the MCC metric which balances those. When software developers
implement PreX they can adjust the costs of FP and FN predictions in line with the
application’s requirements.

We contribute to PreX’s development in three areas. First, this study is evidence for
the ability to predict exceptions regardless of their type based on a C# stand-alone
software application. Second, the choice of data set design has a substantial impact on
the classifier’s prediction performance. Third, for the classification task of exception
prediction, the choice of classifier also has a substantial impact on the prediction
performance. Clearly, the Naive Bayes classifiers assumptions are violated, making it
unsuitable for behavioural data. In both benchmarks, K-Nearest Neighbour shows
superiority to the other classification methods. However, the choice of classifier is
closely related to the data set design and hence cannot be generalised.

The limitations of this study are a domain specific data set, the application of only
five classification methods, and some data set design decisions. Especially, Data Set II
is restricted to 316 user sessions. However, more user sessions with exceptions are
desirable. Another limitation is the decision to model session events sequences with
fixed length of n = {3, 6,9}.
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This study’s database offers opportunities for further research in the four areas of
sequence analysis, modelling of session events, prediction problems and classification
runtime.

First, future work should analyse the relationship between session events and
exceptions in further detail. One approach might be to identify single session events
likely to cause exceptions, another approach is to apply sequence analysis to discover
sequences which appear frequently and cause exceptions.

Second, further modelling of user behaviour should be analysed. A third model could
combine the approaches of Data Set I and II. Session events sequences always include
all session events from the session’s start until the last observed user event. When a
new user event is recorded, a new instance is created with a session events sequence
covering all user events up to this point.

Third, the exception location and exception type are of interest for PreX’s
resumption model. Therefore, future work should predict the exception location as
typical for the research field of software defect prediction and the exception type.
Nonetheless, the resumption model itself should be topic of future work.

Fourth, the runtime of classifying a user session is essential for implementing PreX.
To ensure an unimpaired user experience, future work should study how much time
each classifier needs for the predictions in a session.

In summary, PreX aims to improve software reliability based on the occurrence of
exceptions only. Exceptions are the effect of software defects. Hence, PreX does not
correct any software defects, but rather is a concept to improve software reliability by
controlling the effects of the actual cause. While PreX is no substitute for proper
software testing, it is a powerful concept to mitigate the effects of software defects.
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Abstract. This study discusses the potential value of automatic analytics of
German texts to detect hate speech. In the course of a preliminary study, we
collected a dataset of user comments on news articles, focused on the refugee
crisis in 2015/16. A crowdsourcing approach was used to label a subset of the
data as hateful and non-hateful to be used as training and evaluation data.
Furthermore, a vocabulary was created containing the words that are indicating
hate and no hate. The best performing combination of feature groups was a
Word2Vec approach and Extended 2-grams. Our study builds upon previous
research for English texts and demonstrates its transferability to German. The
paper discusses the results with respect to the potential for media organizations
and considerations about moderation techniques and algorithmic transparency.

Keywords: Natural Language Processing (NLP), Hate Speech, Text Analytics

1 Introduction

Online debates have gone off the rails. In a much-noted piece in April 2016, The
Guardian published details about user comment behavior on the newspapers’ website.
Many comments were “crude, bigoted, or just vile”. As “xenophobia, racism, sexism
and homophobia were all seen regularly”, the authors called it “the dark side of
Guardian comments” [1]. In Germany, the amount of abusive content on the Internet
during the refugee crisis has sparked a national debate on how to deal with online hate
speech. German authorities formed a task force that ultimately urged social media
providers to apply tougher filtering mechanism for hateful content — an action that
was also criticized as excessive political correctness and censorship [2].

Detection of abusive language in user-generated online content has become an
important issue for various stakeholders [3]. For instance, it is likely that hate speech
and actual hate crimes relate to each other. Benesch [4] reported that hateful language
delivered in the media resulted in massive violence in Kenya before and after the
elections in 2007 and 2008. Similarly, German commenters proposed a relationship
between the hateful online debate on refugees and attacks on homes for asylum
seekers [5]. It is apparent that the nature of online debates has changed. They are
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often characterized by ideological and extreme opinions that frequently discard facts
and scientific evidence. As a result, many newspapers and magazines have started
fact-checking projects but at the same time, they face a serious criticism towards
journalists in particular and the media in general.

Flagging hateful contents is essential for media organizations. Ignoring the
problem may lead to less user traffic on their websites and companies pulling
advertisements [3]. Among journalists, there is a common sentence: “Don’t read the
comments” [1]. In contrast to this, news organizations and their community managers
try to maintain the conversation with their readers by answering comments, fact
checking and explaining journalistic methodologies. As a result, comment moderation
is a major manual effort for the media organizations’ community managers [6].

However, many news platforms are obviously unable to cope with this demand and
have limited the possibilities to comment on articles or at least on articles about
contentious topics, such as refugees, conspiracy theories, climate change, and
feminism [7]. In Germany, this behavior is also enforced by German law that requires
community owners to delete user-generated content immediately as soon as it is
known that comments contain so-called “incitement to hatred”'. A survey among
German newspaper editors found that about 50 percent applied restrictions to the
online comment sections [8].

Given the increasing amount of user-generated comments?, we argue that analytics
will ultimately be required to check for and delete abusive content and, at the same
time, curate inspiration and wisdom in the debates. Especially small media
organizations might be unable to deal with an avalanche of comments after publishing
articles on contentious topics. Hence, the goal of this research paper is fo investigate
the potential value of automatic analytics of German texts to detect hate speech. To
this end, we aim to inform community managers when thinking about putting in place
algorithmic methods to support comment moderation. We draw on existing work in
the area of natural language processing (NLP) for English texts. In addition to this
paper, we will make public explanations for a broader audience on our projects’
website®. This will include the possibility to access trained datasets via application
programming interfaces (API).

The paper is structured as follows. In the next chapter, we list related studies on
our topic. Next, Chapter 3 describes our datasets and data collection methods. Our
research methodology with regard to NLP and statistics is explained in Chapter 4.
After presenting our results in Chapter 5, Chapter 6 discusses implications for
research and practice. The paper concludes by presenting the limitations of our work,
combined with a discussion on pathways for future research.

German Criminal Code in the version promulgated on 13 November 1998, Federal Law
Gazette - https://www.gesetze-im-internet.de/englisch_stgb/englisch_stgb.html#p1241

For instance, the New York Times receives around 9,000 submitted comments per day [9].
The Guardian receives several tens of thousands comments every day [1].

This paper build upon the “Cyberhate-Mining” research project: www.hatemining.de
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2 Background

The detection of abusive content, including hate speech, is not trivial: Different
dictions, a huge variety of special terms for insults, a context-specific meaning, and a
lot of sarcasm in the text make the task rather difficult [3]. Nonetheless, several
researchers have tried to detect abusive contents in user-generated content
automatically by means of text analytics [10].

Studies tried to identify hate speech in particular. Waseem and Hovy [6] used n-
grams to detect hateful content in Twitter posts. Similarly, Burnap and Williams [11]
detect hate speech in Tweets using a “Bag-of-Words” approach. Warner and
Hirschberg [12] aim to identify hate speech in online texts by means of website and
user comment annotations combined with word-sense disambiguation. Finally,
Nobata et al. [3] — a group of Yahoo Labs researchers — are using deep-learning
inspired methods to detect abusive comments, including hate speech. The authors
apply to set of feature exploration techniques that we overtake for our study.

3 Data

3.1 Primary Dataset

We collected user-generated comments that were publicly available on news
platforms on the Internet. The extraction of data included mainstream journalistic
news websites as well as websites of so-called alternative media. Since most German
news platforms do not offer an API to collect the comments programmatically, we
used web scraping technologies. For the implementation of web scraping techniques,
we used a Python framework called Scrapy*, which has been regularly used for data
collection in research projects, e.g., [13].

To select appropriate news platforms for our data collection, we rated 41 news
platforms using the following criteria:

e Comments allowed: Platforms were excluded which did not allow user comments
on articles related to the refugee crisis or which did not allow user comments at all.

e Bots allowed: We adhered to international standards on accessing websites with
bots by respecting all bans specified in a robots.txt file. Therefore, any platforms
disallowing access to bots were discarded.

o FExpected number of comments: Since we focused on collecting large amounts of
comments, we only considered platforms with a reasonable amount of articles and,
even more important, with a reasonable amount of user-generated comments.

o FEstimated complexity: We evaluated all platforms regarding their complexity. For
instance, web scraping becomes more complex if websites make use of dynamic
web technologies, such as AJAX or JavaScript. We followed a “low-hanging
fruits” approach, starting with platforms, where comments were rather easy to
scrape.

4 https://www.scrapy.org/
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Out of the 41 platforms, 16 did not allow comments to articles related to the refugee
crisis. Further, two platforms denied to scrape their content using a robots.txt file.
Seven of the remaining platforms did not have an active community, i.e., only very
few comments could be found. And last, three platforms were discarded because of
difficulties regarding their use of DDoS protection mechanisms or comments being
loaded asynchronously with JavaScript. Thus, our dataset comprises 13 platforms.

Since website structures tend to vary a lot, it is necessary to implement an
individual scrape mechanism for each platform. Three different scraping methods
were used to ensure that only articles related to the refugee crisis were selected:

e Take articles from topic pages, which only list articles related to the refugee crisis.
Some platforms offered special dossiers on the refugee crisis.

e Use of the news platforms’ search function. Sometimes, this is forbidden by means
of the robots.txt and then was discarded.

e Searching the websites using 79 keywords within the articles. Exemplary keywords
were asylum seeker, immigrant, integration, refugee.

In total, 376,143 comments and 21,740 articles have been collected. Table 1 shows
that the number of articles per platform varies greatly from 210 for “Alles Schall und
Rauch” to 5,812 for “Zeit” with an average number of 1,672 articles per platform. As
regards the comments, the amount per platform also varies greatly. With 182,625
comments, the platform “Welt” has by far the most comments, followed by “Focus”
with 75,857 comments. All other platforms have less than the average number of
comments per platform which is 28,933 comments.

Table 1. Primary dataset and scraping method

Platform Method Articles ~ Comments
Alles Schall und Rauch Keyword 210 4,617
Cicero Keyword 260 4,415
Compact Search 328 11,764
Contra Magazin Search 543 7,984
Epoch Times Search 4,584 27,497
Focus Keyword 3,959 75,857
Freie Welt Search 1,944 13,628
Junge Freiheit Keyword 333 2,745
NEOPresse Search 626 11,054
Rheinische Post Topic page 991 3,678
Tagesspiegel Topic page 229 4,478
Welt Keyword 1,921 182,625
Zeit Topic page 5,812 25,792
Total 21,740 376,143

We also collected additional meta information for articles and comments, including
the date of publication. Peaks are visible in late summer of 2015 and shortly after
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New Year’s Eve in January and February of 2016. This development corresponds to
substantial events that occurred during the refugee crisis.

3.2 Evaluation Dataset

An important part of this study was to classify collected comments and to determine
whether they are perceived as hateful or not. To gather a substantial collection of
ratings, we collected ratings via an online survey. Using Crowdsourcing to obtain
labeled training data is a common approach in research projects that deal with natural
language processing to detect emotions in texts [3, 14].

Inspired by previous work on detecting hateful speech [3, 6], we used a binary
categorization, so that study participants rated comments as “hate” or “no hate”. In
addition, study participants could also decide to skip a comment if they were unsure
whether it contained hate or not.

From May to June 2016, study participants rated randomly selected comments on
the project website. The selection of comments ensured that we got a similar amount
of labeled data for each platform. Each comment needed to be rated by multiple
participants before a final scoring decision was taken. Thus, a comment was labeled
as “hate” only, if there were three hate ratings and at most one “no hate” rating and
vice versa. In addition, comments that were skipped two times more than they were
rated, or comments that received a 2:2 rating, were discarded.

Throughout the whole time span of our study, we received 11,973 ratings from 247
individual users in total. Among these, there were 3,875 hate, 6,073 no hate, and
2,025 unclassified ratings. According to the rules described above, this led to 2,983
labeled comments in total as depicted in Table 2. With 50 %, the largest amount of
comments perceived as hate was found on “Contra Magazin”, while lowest amount of
perceived hate was found on “Tagesspiegel” (11 % of all comments).

Table 2. Evaluation data overview (scores) per platform

Platform # Hate # No Hate  # Unclassified % Hate
Alles Schall und Rauch 54 119 61 23
Cicero 46 122 42 22
Compact 68 121 41 30
Contra Magazin 117 75 42 50
Epoch Times 93 113 39 38
Focus 45 147 57 18
Freie Welt 90 88 42 41
Junge Freiheit 74 91 47 35
NEOPresse 46 111 53 22
Rheinische Post 59 108 42 28
Tagesspiegel 26 170 40 11
Welt 55 136 48 23
Zeit 28 154 48 12
Total 801 1555 602 27.15
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The overall share of hateful comments (27.15 %) is comparable high. The datasets
used by Nobata et al. [3] only contain about 10 % of abusive comments. Several
aspects might have contributed to the high share of hateful comments. For instance,
our selection of comments is limited to articles on the refugee crisis that triggered
very emotional debates. Also, our demographics of our survey participants are biased
towards young people. During the rating process, all participants were asked to
submit their gender age voluntarily. Out of the 247 participants, 169 did provide their
age and gender; the remaining 78 users submitted neither age nor gender. The users’
demographic structure is depicted in Table 3.

Table 3. Demographics of rated comments

Age group Male Female Total

Below 25 24.7% 8.2% 33.0%
25-30 28.6% 12.7% 41.4%
31-35 52% 7.7% 12.9%
Over 35 6.5% 6.3% 12.7%
Total 65.0% 35.0% 100.0%

4 Methodology

4.1 Research Approach

The adoption of algorithms for comment moderation challenges the norms of
transparency in journalism [15]. Originally, analytical methods to detect sentiments
used vocabularies that contain sentiment words assigned with particular emotions and
opinions [16]. One advantage of vocabularies is that their functioning is more
comprehensible also for non-technical people.

Our study builds upon previous work by Nobata et al. [3] who evaluated several
classification methods of NLP features to detect abusive content. Furthermore, we
were inspired by a Kaggle competition on predicting online movie ratings from
review texts [17]. Similarly to the competition, we juxtapose the vocabulary-based
approach with deep-learning inspired methods that focus on the meaning of words.
Most NLP studies for detecting emotions in user-generated content are using English
texts only. Nobata et al. [3] note that “it remains to be seen how our approach [...]
would fare in other languages” (p. 152). Our study shall contribute to transfer efforts
of NLP techniques with respect to German language.

4.2  Feature Extraction

We overtook the feature classification from Nobata et al. [3] who grouped their
features into n-grams, linguistics, and distributional semantics (Word2Vec,
Doc2Vec). In addition, we use a bag-of-words model to create a vocabulary of hateful
and non-hateful words. Besides its simplicity, n-gram techniques have produced good
and effective results. Thus, we decided to develop an additional feature group named
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“Extended n-grams” that combines n-grams and distributional semantics. In the
following, we describe the extracted feature groups in more detail®.

Bag-of-words. To build up our vocabulary we first removed or substituted special
characters, such as 4, 6, ii, and B. Subsequently, a stop word list® was used to remove
words from the vocabulary that are insignificant for hate speech. We also considered
stemming and lemmatization for preprocessing using algorithms from the Snowball’
project. To get numeric representations for our classifiers, we used the inverse
document frequency (tf-idf). This approach yielded slightly better results than the
CountVectorizer that was used in the tutorial for the Kaggle competition [17].

N-grams. We used character 2- and 3-grams. Regarding the German alphabet with
26 letters, the special characters &, 0, 1, B, and the space character, we obtain at most
312 (31%) different 2-grams (3-grams). We used the normalized tf-idf value to
determine the relative importance in the text corpus.

Linguistics. We extracted 20 features with comparatively low computational
complexity. Exemplary features include the count of words, sentences, capital letters,
punctuation (!?.,”), smileys, and URLs as well as the average word length and the
average number of words per sentence. In order to ensure comparability between
comments of different length, features were scaled in relation to the appropriate
metric of the comment, i.e., number of sentences, words, characters.

Word2Vec / Doc2Vec. We used the 376,143 collected comments as training data
for the Word2Vec model [18]. For feature extraction, we first transformed each word
that appeared at least two times in the training into its vector representation.
Subsequently, we determined the mean vector of all word vectors which is used as
inputs for the features. The number of features is determined by the dimensionality of
the vector. Here, we followed Nobata et al. [3] to select 50 dimensions. Similarly, we
trained the Doc2Vec [19] model with all collected comments. Then, the trained model
returned vector representations for all new comments. Again, we used 50 dimensions
for the size of the Doc2Vec vector.

Extended n-grams. N-grams techniques cannot consider semantically equivalent
but syntactically divergent texts. For instance, the words “Merkel” and
“Bundeskanzlerin” most likely have a similar meaning, but the related n-grams are
rather different. Our extended n-grams make use of the Word2Vec model to enrich
original comment texts with nearest neighbors that are derived from the word vector
representations (cosine similarity). To this end, we determined the normalized tf-idf
value for each word except stop words. The higher the tf-idf measure, the more words
were appended to the original comment for emphasizing words. The extended
comments were then used to derive the n-gram feature.

For a detailed explanation of feature extraction approaches, please refer to Nobata et al. [3].
The list is available as package of the Python Natural Language Processing Toolkit (NLTK)
via https://pypi.python.org/pypi/stop-words. It is maintained by Alireza Savand.

A collection of stemming algorithms for several languages: http://snowballstem.org
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4.3  Supervised Learning

The numerical features of the distinct feature groups (created only from the comment
text itself) served as input for the classification models. For this task, only labeled
comments (811 hate, 1,561 no hate) were considered. These were applied on logistic
regression and evaluated to identify the best classification model®. The
implementation was performed in Python using packages of the scikit-learn’ module.
A train and test set validation approach was chosen using a split of 75:25 between
train and test set. Furthermore, we used undersampling to have equal sample size for
the two classes. Thus, only 811 non-hateful comments were sampled, and the
complete evaluation dataset was composed of 811 + 811 = 1,622 comments.

5 Results

Table 4 depicts our results. We report accuracy (ACC) and F-score for our models.
We also tried whether combinations of two feature groups perform better. The bag-of-
words approach obtained the best ACC value with 67.8 percent. The highest F-score
was obtained using the Word2Vec with 0.67. The best performing combination of
feature groups was Word2Vec and Extended 2-grams (ACC = 0.7068, F-score= 0.70).

Table 4. Performance of feature groups for classification task

Feature group ACC F-score
Bag-of-words 0.6780 0.51
2-grams 0.6206 0.64
3-grams 0.6551 0.65
Linguistics 0.5689 0.53
Word2Vec 0.6650 0.67
Doc2Vec 0.6477 0.63
Extended 2-grams 0.6009 0.61
Extended 3-grams 0.6059 0.61

For the bag-of-words approach, Table 5 shows the words that are most indicative for
hateful comments, i.e., the appearance of the word “Europe” mostly increases the
probability that a comment is considered as hateful.

Some of the hate indicative words can be related to political topics. For instance,
chancellor Merkel promoted an open culture for refugees and faced a lot of criticism
in online debates. The list of the non-hateful indicative words contains auxiliary
words (gar, vielen) that could have been part of the stop word list. However, for the
purpose of this study, we stick to the lists that we overtook from previous work.

8 We also applied Support Vector Machines. Since the results were similar but slightly worse
compared to the logistic regression, we do not report the figures as part of this paper.

°  https://www.scikit-learn.org
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Table 5. Five most indicative words for hateful and non-hateful comments

10

Hate No hate
German English German English
europa Europe finde find
verbrecher criminals artikel article
luegen lies integration integration
duerfen may / can vielen many
merkel merkel gar even

6 Discussion

In this study, we examined the value of text analytics for an automatic detection of
hate speech in German texts. Therefore, we conducted a preliminary study in which
we collected a dataset of user comments on German news articles, focused on the
refugee crisis in Germany in 2015/16. A crowdsourcing approach was used to label a
subset of the data to be used as a training and evaluation dataset. We then selected
feature groups that are anchored in related other scientific work to evaluate a
classification model using a logistic regression approach. Furthermore, a vocabulary
has been created containing the words that are indicating hate and no hate.

Our study demonstrates that previously used concepts by other researchers [3, 6,
17] can be transferred to German texts. However, German language specifics, like
irregular plural forms, compound nouns or anglicisms complicate the process of
stemming and lemmatization. As a final result, we achieved best results with an
accuracy of approximately 70 % and an F-score of 0.7. Thus, our results are slightly
outperformed by recent academic work that used similar methods with English texts'!.
Given the limitations of our work, particularly the available datasets, we rate the
preliminary study’s outcome as promising and satisfactory.

Our results partly confirm the strength of character-based NLP techniques. Despite
their simplicity, character-based (and also word-based) techniques do not perform
considerable worse in our study than more complicated mechanisms, such as
distributional semantics. However, we think that distributional semantics and other
deep-learning inspired techniques have the potential to outperform character-based
and word-based techniques as soon as the datasets are big enough. For instance,
training Word2Vec on a lot more text should improve performance [17].

As regards our vocabulary, we argue that our list of most indicative words may
contribute to an increased transparency of analytical methods. Algorithmic methods
for comment moderation are soon criticized as automatic censorship to repress
political opponents [15]. If analytical approaches are able to share intermediate results
and explanations, they may have the potential to be more comprehensive and more

10 For the purpose of this paper, we translated the words into English.

1 Nobata et al. [3] achieved F-scores up to 0.81 to detect abusive content in a news dataset by
combining similar feature groups that are used in this study. Waseem and Hovy [6] reached
F-scores up to 0.74 using character n-grams to detect hateful comments in Tweets.
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objective than any netiquette that is used as a guideline for manual comment
moderation, which usually happens behind the scenes. However, while our hate-
indicative word lists may slightly open the analytical black box, they may also be a
target for criticism itself if people do not agree with certain elements of the list.

7 Limitations and Outlook

First and foremost, the biggest shortcoming of this study is the relatively small size of
the dataset. To train our algorithms, we were confined to a set of 2,372 labeled
comments. Related studies that apply machine learning with NLP use massively
bigger datasets with hundreds of thousands labeled texts [3, 20]. We plan to further
increase our labeled dataset in the future and are confident that this will increase the
chances to obtain the same evaluation scores like other researchers. This is
particularly important to gain more acceptances for algorithmic approaches by
journalists and news organizations.

Second, although web scraping is the (only) suitable approach for us, it has several
pitfalls. For instance, we cannot guarantee that our scraping method has collected all
relevant articles on the refugee crisis or whether there have been errors when scraping
the comment texts. Furthermore, we had to discard many news platforms that would
have been worth to analyze. However, our scripts worked reliable so that we were
able to obtain the data rather easily. Nevertheless, the fact that larger international
newspapers (e.g., New York Times) offer APIs might encourage German news
platforms to follow at some point.

Third, our study is limited to comments on news platforms and articles on the
refugee crisis. Thus, its findings cannot be transferred directly to other topics and
platforms, such as social media platforms. We chose this focus because we believe
that media organizations will ultimately need analytical approaches to maintain online
debates on their websites. If online debates continue to move from journalistic media
to social media platforms, journalists will lose their opportunity to steer and enrich the
debates, and ultimately be ever more dependent on social media platforms [21]. To
work on bigger datasets and better data labeling, we encourage German media
organizations and researchers to join forces. The Coral Project'> where New York
Times, Washington Post, developers, and researchers team up to “build better
communities around their journalism” is the prime example.

Fourth, our dataset is already pre-filtered by the news platforms that use very
different moderation strategies to delete hateful comments before they are publicly
visible. We do not precisely know which semi-automatic techniques for comment
moderation are already in place'. It would be interesting to have access to the raw
data which is likely to contain more hateful contents. Hence, the results must be
interpreted carefully, because the dataset does not directly represent what people write
in the online comment sections.

12" The Coral Project: https://www.coralproject.net
13 The Guardian revealed that 1.4 million (2% of the total) comments had been blocked by
February 2016 using manual moderation [1].
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Fifth, the study’s participants to label the comment texts as hateful or non-hateful are
not representative of the whole population. They were recruited via social media
platforms among people in a University context. Hence, participants are rather young
with a relatively high level of education. Furthermore, it is unlikely that many
participants possess journalistic expertise or experience with community moderation.
Future studies should use a more representative sample of the population.

Sixth and finally, our decision to use a binary classification between hate and non-
hate is problematic, since every individual might have a different understanding what
hate means. In a subsequent study, we plan to further detail the comment ratings to be
able to distinguish between different aspects of hate speech such as insults,
xenophobia, and threats.

To conclude, an analytical tool for comment moderation must deliver a high level of
accuracy to meet high journalistic standards. Accuracy values around 70 % as in our
preliminary study or around 80 % like in related studies are probably still insufficient.
But even if better datasets and algorithms allow better prediction rates, they do not
necessarily call for an automatic deletion of hateful comments. Since no analytical
approach is likely to guarantee almost zero failure in a foreseeable future, false
positives may continue to trigger discussions of undesirable censorship by media.
From the discussions of our study results with several stakeholders we conclude that
semi-automatic approaches, where moderators review the analytical outcomes are
more feasible. Such approaches can also include the commenters themselves since
they could get immediate feedback about the submitted comment text. This example
is just a fraction of potential pathways that can be envisaged through the use of
analytical methods. We hope that our paper contributes to enabling the use of text
analytics to bring online debates back on track — pursuing fruitful and enriching
discussion on the web. It is an effort worth making.
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Abstract. Enterprises live today in a very competitive business environment,
which is influenced by globalization, technical progress and volatile markets.
Therefore, business intelligence systems are widely adopted to support
enterprises to ensure a competitive edge against competitors by providing their
decision makers with the required information at the right time. However,
business users still face significant difficulties while performing both ad-hoc and
sophisticated data analysis. In this paper, we propose a new approach for self-
service business intelligence as a major support to business users by providing
them with guided recommendations while they do their own data analysis. The
main idea behind this approach is to transfer the knowledge of the power users,
which is represented as analysis paths, to the business users in form of
recommendations or suggestions to help them when struggling with business
intelligence systems and their complex data analysis.

Keywords: Recommender System, Self-Service, Business Intelligence,
Knowledge Transfer Model.

1 Introduction

In the current economic environment, enterprises face constant challenges to run their
businesses in a very competitive business environment within a dynamic market [1].
Due to the rapid changes in the external and internal conditions of present day economic
life, information has become a very important production factor for enterprises, who
have become very dependent on reliable information [2]. Therefore, to ensure
continued success in their businesses and to guarantee a sustained competitive edge,
enterprises recognize the importance of providing their employees with relevant and
timely information by using Business Intelligence (BI) tools effectively [3-5]. To
respond to this situation enterprises have widely implemented and integrated Bl
systems [6].

In spite of the big market and the importance of Bl and analytics for enterprises,
various market studies and surveys have shown that the usage of Bl systems is still very
low. The Gartner Report showed that less than 30% of the potential users use Bl
systems [7]. Eckerson explain in his study about business driven Bl that the BI
penetration is minimal, only 26% of employees use Bl tools [8]. According to the BI
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survey 15 conducted by BARC Research, the median percentage of employees using
Bl in companies reached 13% [9].

In the literature, several user acceptance models for Bl showed that the complexity
of the tools is considered as biggest challenge for adoption of BI [10, 11]. In addition,
due to their flexibility and powerfulness, Bl systems are still too complex for business
users, who face significant challenges in performing adequate ad-hoc analyses [12].
Alpar and Schulz pointed that when you offer business users more flexibility this
requires more Bl skills from them [13]. Consequentially, due to the high demand for
reporting and data analysis, power users become bigger bottlenecks for an enterprise.
The large amount of business users’ requests leads to the inability of power users to
react sufficiently rapidly and accordingly business users will make decisions without
relying on information derived from data analysis, possibly making decisions based on
their good feeling or experience, which lead sometimes to wrong decisions [8, 13, 14].

To react to this situation, a new trend in the BI domain has emerged called self-
service Bl. The Data Warehouse Institute (TDWI) defined self-service Bl as the
facilities within the Bl environment that enable Bl users to become more self-reliant
and less dependent on the IT organization [15]. In this paper, we propose a new
approach towards the realization of self-service Bl, where the business users will be
empowered and supported while performing sophisticated data analysis to get the
information they need at the time they need it, without relying on or asking the IT
department or the power users. This approach mainly supports business users while
they do their own data analysis by providing them with guided recommendations. These
recommendations are derived from the extracted knowledge of the power users
(analysis paths). This is not to be confused with other similar researches, its goal being
to help and support business users while using Bl systems to improve the adoption and
usage rate of Bl in enterprises and not the automation of the decision making process
based on old decisions from power users.

The remainder of this paper is structured as follows. First, an overview of the
theoretical foundation and related work are provided in Section 2. After that, the
conceptual architecture of the recommendation-based self-service Bl will be explained
in detail in Sections 3. Next, a prototype as a proof of concept and the evaluation of this
research will be presented in Section 4. Finally, in Section 5, the conclusion of this
paper and its result are summarized and the outline for future work presented.

2 Theoretical Foundation and Related Work

In this section, self-service BI is first described in more detail, to indicate its
importance. After that, the recommender systems will be also described as an important
part of this research. Finally, relevant related works are introduced.

2.1  Self-Service Bl

According to the result of Bl trend monitor 2017, self-service Bl is one of the most
important trends for Bl practitioners in their work [16]. To meet the time-to-insight
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required by the current competitive business environment, many enterprises want to
democratize analytics capabilities via self-service Bl [6]. Self-service Bl has been on
organizations’ wish lists for a long time as IT departments struggle to satisfy the ever-
growing demands and requirements from business users for faster changes and
flexibility for ad-hoc reporting and analysis to meet their Bl needs [14, 16]. Imhoff and
White argued that Bl providers have already achieved a high level of ease of use for
reporting and simple analytics. However, more complicated analytics still need be
enhanced and made easy to use and create. The realization of self-service Bl should
focus on one or more of the following four main objectives: providing easy access to
source data for reporting and analysis, building easy-to-use Bl tools and improved
support for data analysis, providing fast-to-deploy and easy-to-manage data warehouse
options such as cloud computing, and designing simpler and customizable user
interfaces [15].

2.2 Recommender System

Due to the ever-increasing amounts of data and the heterogeneity of the users, a
Recommender System (RS) is of great scientific importance and is described in
numerous researches [17] . The main goal of the RS is to provide recommendations for
items most likely to be of interest to a specific user for helping him within various
decision making processes, such as what product to buy, what movie to see, etc. [17].
RS was already wide-spread in the E-commerce domain, however, it is also used in
numerous application domains like web search, computational advertisements, social
media recommendations [17]. In addition, RS is increasingly being used in the area of
Technology Enhanced Learning (TED) to provide learners with appropriate and
individualized knowledge that supports all their learning activities and helps them work
independently and more flexibly to achieve a specific learning goal [18]. This area of
research is close to the problem defined above. Therefore, in the following section we
will introduce some related work that has some similarities with our approach.

2.3 Related Work

In this section, we present some interesting work, which plays a special role for our
research. These are published in the area of TED.

Zaiane described a concept to help e-learning users through intelligent
recommendations navigation and operation of the software system [19]. The
recommendations should be generated by means of an access history, which is derived
from the server log files. This work tried to transfer the RS functionality from E-
commerce to the E-Learning domain by using web-mining techniques to extract and
find learning activities to be suggested to the learner for improving the course material
navigations within the E-learning system. In the method described, these patterns are
analyzed dynamically, so that the user receives recommendations for further possible
steps directly from the current situation. In addition, the log sequences are compared
by the user with other log sequences from other users in order to be able to provide him
with additional interesting content specific to his needs.
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Khrib et al. describe a concept for recommendations, which provides automatic and
personalized learning material in E-learning systems [20]. The learning material is
referenced via a URL in the e-learning system and archived via a log file or a database
so that it can be used for later recommendations. This work describes two approaches
to modeling user models. On the one hand, there is the creation of a user model by
explicit information about the properties of a user. On the other hand, an implicit
approach is used for the automatic generation of a user model based on the navigation
history and the activities within a user's session. Users with the same interests are then
grouped so that they can benefit from the behavior of others.

These approaches contain important characteristics for our work. However,
analyzing log files of web servers to develop a RS for Bl systems is not sufficient
because many queries contain important information related to the usage of a Bl system
in the POST and GET parameters, which must also be considered for further
recommendations. Furthermore, the focus of these approaches is to personalize a web
site or E-learning system based on the user model of the learner or the user, while in
our case the focus is to extract the analysis paths of the power users and then to suggest
them to the business users independent of a specific business user.

3 Recommendation-based Architecture for Self-Service
Business Intelligence

In this section, the conceptual architecture of the new self-service Bl system will be
explained. First, the main concept of the knowledge transfer model, which represents
the main incentive of this architecture, will be described. After that, the first part of the
knowledge transfer model, which is the capturing and extracting the knowledge of the
power users, will be illustrated. Following this, the second part of the knowledge
transfer model, which is the application of the extracted knowledge to the business user,
will be explained in detail, this includes the description of the main components and
algorithm of the RS.

3.1  Knowledge Transfer Model

The main idea behind this architecture emerged from the transferring of the knowledge
from the power user (source of knowledge) to the business user (receiver of knowledge)
[21]. The model of transferring knowledge consists of two phases. The first one is the
externalization of the knowledge by conversion from tacit to explicit mode. The second
phase is the internalization of the knowledge by conversion from explicit to tacit mode
[21, 22]. The extraction and capturing of the knowledge of power users were already
done: First, due to the shortcomings of the methods of analyzing the log files of web
servers to extract the knowledge of the power user, a hew tracing mechanism for the
power users’ interactions while they use the Bl system was conceptualized and
developed [23]. The interactions and their metadata are stored in trace files. Then, based
on applying sequential pattern mining algorithms on the stored trace files, the analysis
paths of the power users were extracted [24]. An analysis path is defined as a sequence
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of steps required to reach a specific goal (e.g. multidimensional view of business data)
or to perform a specific data analysis within a Bl system. In addition, analysis paths
also include BI related metadata to enrich the business user with more information
about what steps should be done within Bl systems [24]. Analysis paths are stored in a
knowledge repository. One of the main advantages of this approach is that the
knowledge repository is remains up-to-date. As a consequence of power users use of
the BI system, new analysis paths are always extracted and added to the knowledge
repository. In the next sections, we will focus on the second phase of the knowledge
transfer model, which is applying the extracted knowledge to business users through
recommendations to help and empower them while using a Bl system.

3.2  Conceptual Architecture

BI system have become more and more accessible via the web browser (web based Bl
system) and so are easily available for all employees an enterprise without the need of
any installation on the client side. This influenced our conceptual architecture of the
new self-service Bl system. Accordingly, the new system is conceptualized and
developed as a client-server architecture and typically consists of three layers, the
presentation, the application (logic) and the data layer. Figure 1 depicts the architecture
of the system and its components. On the left side of the figure, we can see the internet
browser, which represents the access point of the Bl system for power and business
users. It was decided was to integrate the RS within the browser as a plug-in. In the
following three sections, the three layers and the functionality of the architecture’s
components are explained.

BI-System
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- Repository
[ *)
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I Web Service
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=
¥~ Plug-in Evaluator Sequence Matcher

e, . HTTP-Request
Internet Browser e C—
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Figure 1. Conceptual architecture of the recommendation-based self-service Bl
Presentation Layer. This RS layer is represented by the browser plug-in. This latter

dynamically inserts the resources of the RS into the Bl system so that the RS can be
directly initialized in the browser by the business user to enable her/him to work with
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it interactively. Especially in the presentation layer, communication with the observer
and the visualization of the recommendations play an important role. Furthermore,
interaction options such as clicking on or evaluating a recommendation are also made
in this layer. In this case, the interactions with the event listener are dynamically
recorded and passed on to the application layer. The presentation layer essentially
represents the user interface as well as the interaction possibilities of the RS. It includes
the following main components:

e Observer: isresponsible to trace the interactions with its Bl metadata of the business
user. After this, these are passed by a connector to the sequence matcher to be
compared with the analysis paths from the knowledge repository. Observer aims to
know what the business user is trying to do within the BI system.

e Suggestion Viewer: is responsible for the visualization of the resulting
recommendations for the business user. It gets the recommendations list sorted by
its priorities from the sequence matcher. After every interaction of the business user
with the BI system, suggestion viewer first removes all previous recommendations
and then adds the new recommendations to the current page dynamically sorted by
their priorities. It also allows the business user to evaluate the last recommendation
and to send the evaluation to the evaluator in the application layer.

Application Layer. This layer is represented by the web services and it is the link
between the presentation layer and the data storage layer, in this case the knowledge
repository. In this layer, the main logic and thus the core functions of the RS, which are
the sequence matcher and the evaluator, are executed.

e Sequence Matcher: is responsible to match the interactions obtained from the
observer with the analysis paths from the knowledge repository, and then to build a
list of recommendations to be sent later to the business user. The function and the
algorithm of the sequence matcher will be described in detail later in this section.

e Evaluator: is used to evaluate the recommendations so that future results can be
generated better with the help of collected evaluations of the business users. The
evaluator represents the evaluation module of the RS. At this point, the analysis paths
suggested to the business user by the RS can be evaluated directly or indirectly.
Indirect evaluation is done by clicking on a recommendation, while the direct
evaluation takes place via a conscious evaluation by the business user who clicks on
a recommendation to evaluate the last interaction performed with a thumb up or
down. After the feedback for the recommendation made by the business user is
prepared for the data layer, after that, the feedback is passed on to the knowledge
repository.

Data Layer. The data storage layer of the recommender engine is represented by the
knowledge repository. The data retention layer thus provides the RS with all the
information necessary to generate new recommendations.

e Knowledge Repository: stores all analysis paths and their Metadata, which are
already extracted from the power users. This component could be realized via a
relational database.

100



Sequence Matcher Algorithm. Sequence matcher represent the heart of the RS,
therefore, we will explain its functionality and the algorithm behind it in more detail. It
is responsible for the search for matches between the analysis paths of the power users
and the sequence of business user’s interactions that are passed from the observer.
When the sequence matcher is called after a business user interaction, the call
contains information about the current business user session, such as the user role, the
dimension name, the support level, and the interaction sequences of the business user
from the Observer. The support level specifies how many interactions must be matched
between the analysis paths and the business user interactions. This helps to reduce the
amount of recommendations when lot of analysis paths come from the knowledge
repository as a result of the matching. Figure 2 illustrates the functionality of the support
level and sorting of the recommendations. Each interaction of a business user with the
user interface of the BI system is represented with a unique ID "PXY" like “P05”.

Business user - Analysis Path

‘F‘Ol‘F‘UZ‘PUT‘F‘“|P32‘P17‘P05|P11 ‘POB]F’BZIPWS‘F‘09|
‘POI‘PD4’PUG‘P11|P12‘P1B‘P05|PM ‘PSZPWS‘P15| El
‘PO1‘POT‘P06‘P11|P05‘F11 ‘P32|F'40‘P12‘932|P12‘P15|
‘Pm‘P04‘P05‘P11|P32’P1B‘P23|P25‘P33‘P40|P55‘P50|

Figure 2. Recommendations matching and sorting algorithm

Figure 2 shows that the click sequence of the business user requires a support level
of three interactions. In this example P05, P11 and P32 must occur in the analysis paths
from the knowledge repository. If this is not the case, the analysis paths from the
knowledge repository are not considered further; all other analysis paths and their meta-
information are temporarily stored in an array for the further generation of
recommendations. If all analysis paths from the knowledge repository have been
searched successfully, the array with the analysis paths that have fulfilled the support
level is analyzed and the entries are prioritized. This analysis and prioritization process
will be described with the help of Figure 2 in the following steps:

1. Same recommendations are summarized. In this step, all recommendations will
be combined into a recommendation that would return the same value. In Figure 2,
it can be seen that the click sequence of the business user occurs in three analysis
paths from the knowledge repository, which are AP3, AP7 and AP8. Two analysis
paths would return the same recommendation "P40" and the third analysis path
would have the recommendation "P18" (marked blue), In order to avoid a double
recommendation for the user, the two analysis paths (AP3 and AP7) are combined
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with the same recommendations in this step of the sequence matcher. Please note the
Meta information, such as the AP weight (click frequency and business user’s
evaluation), which is used to prioritize the recommendations. For this reason, the AP
weights are added when the same recommendations are combined, so that the
weighting for the analysis paths remains summarized during the summarization
process. The result of this step is that P40 will be recommended with an AP weight
5+8 =13. Then the step P18 will be recommended as second recommendation with
the AP weight 10.

2. The recommendations are sorted according to the call / click frequency. In this
step, the entries with the highest click frequency are sorted in descending order, since
it can be assumed that entries with a high click frequency also provide particularly
good results because they have already been called up several times by other
business users. The click frequency is, on the one hand, a good indicator as to
whether a click sequence has often been clicked on by business users, and on the
other hand, it represents the individual evaluation of a business user as this user has
the possibility to evaluate it directly after clicking on an analysis path. In the case of
a positive evaluation, the analysis path is increased by one counter, while a negative
value is reduced by two. The reduction by two counters is because the clicking
frequency is already increased by clicking on the analysis path and this step is first
undone after a negative evaluation and an additional counter has to be subtracted.

3. The recommendations are sorted by Metadata. If the recommendations according
to step 2 still have the same prioritization because of the same click frequencies, it
is checked whether there are any recommendations that have the metadata with the
same cube or dimension names, with which the business user is currently interacting.
If so, they are preferred because the probability is greater that the recommendations
from the same cube are more appropriate for the business user. Moreover, it is also
checked whether there are any recommendations made by the same user group (user
role) under the same results. If this is the case, these are preferred since the
probability is that recommendations from the same user group will be more adequate
for the business user.

4 Prototypical Implementation and Evaluation

In this Section, the prototype and its technologies will be first explained, followed by
the description of process flow of the RS. After that, a business scenario is defined to
demonstrate the artifact based on the prototype in workshops to validate the utility and
applicability of the artifact.

4.1  Prototype of the Recommendation based Self Service Bl

Based on the conceptual architecture explained above, a prototype for recommendation
based self-service Bl was implemented as a proof of concept. Pentaho Business
Analytics Platform was chosen because it is an open source Bl system under the GPL
license. Moreover, it includes different Bl tools like reporting, dashboard and OLAP
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analytics, which can be accessed via a Web browser. For the implementation of the
server-side functionalities, PHP web services were used for sequence matcher and the
evaluator. In addition, knowledge repository was realized using MySQL database. The
client application has been implemented as an extension for the Google Chrome
browser. Moreover, the plugin itself was implemented using JavaScript, CSS3, HTML5
and JQuery. In addition, JSON has been used as a lightweight format for exchanging
data between the Web server and Web pages.
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Figure 3. Recommender System for Pentaho Business Analytics

Process Flow: After the business user has logged-in to the Bl system, the plug-in is
called and all resources such as the frameworks used, the program code or the libraries
are loaded and then integrated into the frontend of the Bl system. As soon as the RS
has been successfully loaded, the business user in the Bl system receives a fixed area
on the right side of the browser as we can see in Figure 3, which will be used to display
the recommendations in the future. This part could be also hidden if the business user
does not want to see it. As we can see at the top on the right side in Figure 3 a business
user can change the support level that leads changing the number of steps are sent to
the sequence matcher. Then, below this, we can see the recommendations sorted by the
priority, as explained above. We see in each recommendation first the number of the
recommendation followed by an element that is the same symbol as in the Pentaho
Business Analytics and can be clicked, because it was implemented to allow the
business user to call the function within the RS. Finally, we can see the description of
the element. In the lower right hand of the figure, the business user can evaluate the
previous recommendation with a thumb up or down.

4.2 Evaluation and Discussion

This research follows the design science research framework [25]. Therefore, the
evaluation of this work and its utility and applicability was done based on the selection
of the appropriate evaluation methods suggested by Hevner et al.. To achieve that,
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functional (black box) and structural (white box) testing of the artifact were done by
performing various tests of the whole functionalities and interfaces of the prototype to
ensure the correctness and consistency of the artifact. After that, an illustrative business
scenario was defined to demonstrate the utility, applicability and the organizational
impact of the artifact using the prototype. These were presented in form of workshops
in two companies. The first was done with one of the directors in an IT company. The
second workshop was addressed to two Bl power users from a production company
[25, 26].

Based on a fictive sales dataset that includes the following (product, category, city,
region, country and year as dimensions and price, units, turnover and profit as facts), a
multidimensional data model was created and loaded into Pentaho Business Analytics.
The business scenario for the expert interviews was to perform data analysis to let the
business users display the turnover of all products on a graph every year. As we already
mentioned in Section 3, the first phase of our approach is to extract the analysis paths
of the power users. This is done by training the system to extract the analysis paths of
its power users that are stored in the knowledge repository. After that, the workshops
were organized in three parts. Firstly, the new concept was presented in front of the
experts. Secondly, based on the business scenario, the prototype was demonstrated to
show how the business user is guided by providing him with the appropriate
recommendations to accomplish his data analysis. Finally, using a questionnaire-based
expert interview, the architecture and its prototype was evaluated.

In terms of the utility of the new approach, the feedback that we got in the first
workshop was that the recommendations were user-friendly and represented to support
to the business user while performing data analysis. In addition, this will improve the
analytical skills of business users every time they use the system. In the second
workshop, the experts said that business users always forget how to get the information
they need, even if they already got the information before from the power users.
Therefore, the experts concluded that our approach could help business users to do their
ad-hoc analysis by themselves without asking the power users every time.

In term of the applicability of the approach, the director confirmed the applicability
of the artifact and said this can offer several potentials. In the second workshop, the
application of the artifact in their company was intensively discussed. The conclusion
was that this approach could be applicable, but with extra operational costs, because
our prototype is implemented using Pentaho Business Analytics and it cannot be
transferred one to one to their company. This requires analyzing the interfaces of their
BI system to adjust our prototype to suit their Bl system. We were aware of this point
from the beginning, but in the research, the prototype was implemented with the goal
of demonstrating the new approach in many companies regardless what specific Bl
system they use. The conceptual architecture can be instantiated for every Web-based
Bl system.

Regarding the improvement of the recommendations: In the first workshop, the
expert suggested that the RS could be extended by enabling business users to write
comments for other business users on specific recommendations to enhance the
functionality of the system. In the second workshop, based on their experience with the
business users, the experts suggested improving the system with a search functionality
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to allow business users to find a specific result. These recommendations and
suggestions from the two workshops will be discussed and considered in our future
work.

5 Conclusion

In this paper, we have presented a novel approach to realize the concept of self-service
BI. It is designed to transfer the knowledge of power users to business users via
recommendations. Such recommendations guide the business users while they perform
their own ad-hoc data analysis to empower them to be more self-reliant and less
depending on power users or IT department. This will help enterprises to improve the
usage rate and the adoption of their Bl systems. The conceptual architecture was
described in details including the algorithm of generating the recommendations.
Furthermore, the prototype and a business scenario were used in demonstration and
evaluation phases to firstly illustrate the functionalities of the new approach and
secondly to evaluate its results. The evaluation was done using a questionnaire-based
expert interview. The target group of this interview were experts in two companies in
IT and production domains. The feedback gained from the answers of the experts in the
interviews will be incorporated in future work. Finally, we plan to evaluate this work
in further companies and to obtain more feedback to enable the improvement of our
artifact and to prove its applicability to a wide variety of Bl companies.
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Abstract. While coordination of work within open source software (OSS)
communities is well-researched, it is virtually unknown how work is coordinated
across community boundaries. However, as OSS projects are often part of a larger
digital ecosystem of interdependent artifacts and communities, cross-community
coordination is a pertinent topic. We turn to the ecosystem around Ruby on Rails
to empirically explore this research gap. To this end, we scrutinize 96
coordination episodes among five interrelated OSS projects and identify four
cross-community coordination mechanisms: adaptation, upgrading, positioning,
and departure. Each mechanism describes a distinct and stable arrangement to
integrate contributions across community borders. After presenting our findings,
we reason about the significance of the results on explaining generative change
in digital ecosystems.

Keywords: cross-community coordination, open source software, digital
ecosystems, generative change, case study

1 Introduction

The open source software (OSS) model of designing and changing complex artifacts
based on a publicly accessible codebase [1] has created new forms of coordinating
which have been investigated thoroughly during the last two decades [2]. Despite this
work, little is known about coordination across communities of interdependent
artifacts, as opposed to coordination within the community around an individual OSS
artifact [3]. Cross-community coordination is of practical importance, because many
OSS artifacts are coupled with other artifacts to form larger digital ecosystems and as
such their communities have to interact [4]. One example is the ecosystem around Ruby
on Rails, a web application framework. Thousands of add-on modules extend utility of
this artifact [5]. Cross-community coordination is also of theoretical relevance, as it
provides an apt setting to study the phenomenon of generative change, that is
unanticipated change produced by contributions from broad and varied audiences [6],
which is believed to drive innovation in the digital age [7]. Therefore, we ask:

How do open source software communities coordinate with other communities to
change their respective artifacts within a shared ecosystem?

Multikonferenz Wirtschaftsinformatik 2018,
March 06-09, 2018, Lineburg, Germany

109



OSS communities usually introduce change through granular, incremental steps [8].
We harness this mode of working to empirically inquire coordination episodes. By
recognizing patterns among these granular episodes, we identify mechanisms with
which actors from different communities integrate their respective contributions — that
is, we identify cross-community coordination mechanisms that lead to change, or
potential for change, in OSS artifacts.

Our findings from five communities that are part of the Ruby on Rails ecosystem
suggest four mechanisms. First, cross-community coordination reflects the hierarchy
between artifacts. If one artifact serves as the basis of the second artifact, it is likely
that the community of the latter readily seeks to adapt to any relevant change of the
outside artifact. Second, communities anticipate fundamental changes to an artifact they
depend on by contemplating possible consequences and upgrading their artifact
accordingly. Third, cross-community coordination often revolves around locating and
eliminating a design flaw that is identified through artifact coupling. The communities
work together to position the appropriate location for fixing the design flaw. Fourth,
members of an outside community may argue for a departure from existing artifact
design, based on experiences within the context of their own artifact.

The remainder of this paper is organized as follows. We review the relevant literature
on coordination across open source software communities. We then present the research
design and findings of the empirical study, followed by a discussion how the findings
fit into the broader topic of generative change in digital ecosystems. The paper
concludes with a summary of main limitations and directions for further research.

2 Background

2.1  Coordination, Coordination Episodes, and Coordination Mechanisms

Coordination refers to the extent to which actors that need to integrate their respective
contributions due to interdependencies do so consistently and coherently [9]. A major
purpose of an OSS project, i.e. an OSS artifact and the community supporting it, is to
advance artifact design via source code contributions [10]. Therefore, a large part of
coordination consists of managing change in software artifacts through resolving
interdependencies that emanate from source code contributions [11]. Consequently, this
paper investigates coordination episodes during which possible source code
contributions are discussed and integrated. A coordination episode is a logically
connected series of activities with a trigger-activities-resolution structure [12]: a trigger
that prompts coordination need; sequential coordination activities between actors
during which knowledge is exchanged and source code contributions are discussed; and
an eventual resolution whether and what kind of change is implemented. We can expect
that over time, OSS communities develop stable arrangements to coordinate, or distinct
coordination mechanisms [13]. It is reasonable to believe that coordination mechanisms
exist also when two OSS communities repeatedly interact to integrate contributions
across community boundaries, which makes it possible to identify mechanisms for
cross-community coordination.
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2.2 Coordination Mechanisms Across Communities of Open Source Software

Often, a software artifact is coupled with other artifacts to enable and augment its own
capabilities [e.g., 14]. As such, it is typically part of a larger digital ecosystem, or a set
of interdependent, co-evolving artifacts and the communities supporting them [4].
Artifacts belonging to an active ecosystem commonly change, which induces the
regular need to integrate contributions originating from outside communities. Such
cross-community coordination is difficult, because the OSS projects making up a digital
ecosystem are heterogeneous and distributed, both in terms of resources and in terms
of control [cf. 15]. For example, social practices how artifacts are changed may differ
between communities, and whether an outside artifact changes so that depending
artifacts are forced to be adapted is ultimately beyond the control the focal community.
Extant research on cross-community coordination mainly highlights the role of
boundary spanners, i.e. actors who participate in multiple projects and who are capable
to integrate heterogeneous contributions and reconcile dependencies between
distributed artifacts [16-19]. Hence, boundary spanners coordinate by leveraging their
personal knowledge, not through processes that span actors in disparate communities.
Beyond the attention given to the boundary spanning role, there is little research on
cross-community coordination. This might be attributed to the property of software
artifacts to be loosely coupled via defined interfaces [cf. 20]. Because interfaces codify
the rules and protocols of exchange, they commonly avoid the need for direct
interaction [21]. Yet, interfaces neither resolve all interdependencies nor do they remain
unchanged over time [cf. 22]. For those situations in which coordination is necessary,
we found weak cues for two distinct coordination mechanisms in the literature, which
we label adaptation and departure. First, a community may adapt its artifact when an
interdependent outside artifact changes, which is a rather transactional mechanism: a
community accepts the change produced by another community and adapts accordingly
[22-24]. Second, a more involved process is to advocate a departure from existing
artifact design. This mechanism exploits the affordance of OSS communities to receive
contributions from outsiders: a community influences another one to deviate from its
existing artifact design and implement a change, usually one that helps the outsiders
themselves [22]. Overall, our knowledge of cross-community coordination is limited.
In the following, we report on an exploratory case study, addressing this research gap.

3 Research Design and Methods

We conducted an explanatory multiple case study of cross-community coordination in
the digital ecosystem around Ruby on Rails (or simply Rails), an artifact that simplifies
development of web applications written in the Ruby programming language. The goal
of this examination was to describe and explain how disparate communities coordinate
to change their OSS artifacts in light of interdependencies. Our choice of the Rails
ecosystem was based on three main considerations. First, Rails was designed to be
coupled with other artifacts written in the Ruby programming language — Ruby gems in
jargon — which created the potential for cross-community coordination needs. Second,
with its history reaching back to 2004 [25], both the codebase and the community of
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Rails, and in extension many related projects, can be assumed to be mature. This was
important to us, because we did not intend to trace the dynamics of how coordination
mechanisms emerge, but rather identify established coordination mechanisms. Third,
through reconstructing many digital ecosystems, including the Rails ecosystem [26],
we noticed that the Rails artifact maintained an unusually large number of couplings
with other artifacts. This made Rails an ideal starting point to investigate cross-
community coordination in OSS settings.

3.1 Data Collection

We selected a sample of five OSS projects that are part of the Rails ecosystem, listed
in Table 1, based on four major considerations. First, the project had to be hosted on
Github, a popular service for collaborative OSS development, as we collected empirical
data from there. Second, we wanted to ensure that the projects had many contributors,
measured by Github forks [27], to increase the chances of observing coordination.
Third, we chose popular projects, measured by Github stars accumulated [28]. As an
added benefit, these criteria ensured that the selected projects were relatively mature,
because it takes time to accumulate a sizable number of forks and stars.

Table 1. Artifacts included in the case study

Artifact Description Forks Stars Ep Firstactivity Last activity
Ruby on Rails Framework for web 13,073 32,195 74 24 Aug 2009 06 Jul 2016
(04 Nov 2008) application development

Devise Provides advanced 3,499 15,576 38 05 Apr 2010 29 Jun 2016

(16 Sep 2009) authentication functionality

Activeadmin  Simplifies creation of admin 2,497 6,763 41 01 Aug 2011 11 Jul 2016
(15 Apr 2010) interfaces for web apps

Kaminari Provides pagination 779 5,909 17 04 Mar 2011 08 Jan 2016
(06 Feb 2011) functionality for web apps

Formtastic Domain-specific language for 604 4,894 22 24 Aug 2009 11 Jul 2016
(07 Apr 2008) designing web-based forms

Artifact Artifact name (in brackets: day artifact became available on Github)

Forks Number of forks, a measure of contributing community size (as of 15 Jul 2016)
Stars Number of stars, a measure of artifact popularity (as of 15 Jul 2016)

Ep Total number of episodes with artifact participation (after exclusion criteria)

First/last activity Start day of first episode and end day of last episode with artifact participation

Fourth, based on our knowledge of projects belonging to the Rails ecosystem [26]
and employing self-written software, we systematically searched the discussion threads
of projects in the Rails ecosystem, with data ranging from 29 Oct 2007 to 01 Jul 2016.
Specifically, we captured discussions during which an outside project was referenced,
and took this referencing as cue that two artifacts were coupled, which potentially led
to the need of repeated cross-community coordination [3]. Consider this example: In
June 2011, an issue on the Devise discussion board triggered a coordination episode:
“I have just updated devise 1.4.0 => 1.4.1 in my project, and now it throws an
exception”. After some causal theorizing, the root cause was identified: “it’s broken by
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this commit in Rails: rails@0ca69ca”. Notably, a reference to Rails (that follows a
well-defined syntax) was included. Less than two hours after the initial issue
description, Devise was adapted to accommodate the change made by the Rails
community, which resolved the episode.

We counted the number of outside references, and retained pairs of projects that
shared many references. For example, we counted 109 instances in which either Rails
or Devise referenced the other project. In total, the five OSS projects that we included
in the case study shared 394 references between them. We then manually inspected the
full discussion threads that contained those references. A discussion thread on Github
typically revolves around a specific and usually self-contained issue for which
coordination is needed to sort it out [29]. In our data sample, we observed that an issue
discussion may spill over to another project, or that it may span multiple threads within
the same project. Therefore, we followed the activities pertaining an issue even if it
spanned multiple discussion threads and grouped them together. Overall, we collected
245 grouped discussion threads, which we regarded as tentative empirical evidence for
cross-community coordination episodes, our unit of analysis. To ensure that the data
indeed represented episodes of cross-community coordination, we inductively
elaborated a list of exclusion criteria. For example, we excluded an episode if it was
still ongoing at time of data collection. After applying the exclusion criteria, we were
left with 96 episodes of cross-community coordination.

3.2 Construct Operationalization

The selected episodes served as empirical basis for analyzing how cross-community
coordination is carried out in the Rails ecosystem and what effect it has on the artifacts
involved. Our unit of analysis were individual coordination episodes. Therefore, we
needed to operationalize the trigger of an episode, individual coordination activities,
and the eventual episode resolution, as summarized in Table 2.

To operationalize the trigger construct we relied on open coding and axial grouping
[30], eliciting five possible triggers from our data.

As for coordination activities, we drew upon the coding book of [29], which
distinguishes between knowledge integration and direct implementation. Knowledge
integration comprises activities needed to compile and integrate knowledge among the
involved actors. Direct implementation covers activities needed to create and evaluate
source code that may change the artifact. Just as in [29] our data set showed other
activities as well, such as acknowledgment (e.g., “You, sir, are awesome.”) which we
did not analyze as they were not material to our research question.

Each coordination activity was performed by an actor, whose actor status we
classified as either insider or outsider following a simple heuristic: We counted how
often an actor contributed to each community across our full data set and made her
member of the community to which she contributed most. Then we compared assigned
membership of this actor (e.g., Rails) with the community in which she performed a
coordination activity (e.g., Devise). Matching pairs were coded as insider, mismatches
were coded as outsider.
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Table 2. Operationalization of constructs and number of data points per construct

Construct Operationalization Count

Trigger Identified trigger: issue, not offering a possible root cause 96
(N=16); issue, offering a possible root cause (49); anticipated
outside change may require change in own artifact (18); outside
artifact offers new functionality (3); change proposal (10).

Coordination Discussion entry that was coded as either knowledge 1,308
activity integration (709) or direct implementation (599).
Actor status Actor was either insider (1,178) or outsider (130) of the 1,308
community in which she performed the coordination activity.
Resolution Identified resolution: business rules change (47); software 96
properties change (29); workaround found (5); no change (15).
Changed artifact  Episode was resolved by changing: ...upstream artifact (16); 96
...downstream artifact (53); ...both artifacts (7); none (20).
Episode length Number of activities in a coordination episode. 96
Episode duration  Duration of coordination episode. 96
Actors involved ~ Number of different actors who participated in an episode. 96
Files involved Number of files for which source code changes were discussed. 96
Kl ratio Share of knowledge integration activities per episode. 96
OA ratio Share of activities performed by outsiders per episode. 96

K1: knowledge integration
OA: outsider activity

A coordination episode in our context resolves by (not) implementing a source code
change. To describe the resolution in more detail we were interested to learn also about
the kind of (non-)change that resolved the episode. Therefore, we drew upon [31], who
distinguish two types of source code change: change of business rules are changes to
the behavior of a software artifact such as fixing a design flaw, whereas change of
software properties alters nonfunctional metrics of a software artifact such as
increasing the readability of source code. Furthermore, we knew from prior literature
that agreeing on a workaround, i.e. a temporary and localized solution that does not
change the artifact, was yet another way to resolve a coordination episode [32].

In addition, we captured which of the two artifacts involved in a coordination
episode were changed: upstream, downstream, both, or none, following common terms
in software engineering [e.g., 22]. An upstream artifact is one on which others depend,
while the depending artifact is called downstream. From manual inspection of the five
artifacts in our case study we established the upstream/downstream relationships,
depicted in Figure 1. For example, Rails is an upstream artifact to Devise. By analogy,
the Rails community is upstream to the Devise community.

We elicited distinct cross-community coordination mechanisms through identifying
patterns across coordination episodes. To support this process we selected six additional
constructs that characterized the episodes as a whole [cf. 12]. Episode length captures
the number of coded activities in a coordination episode. Episode duration measures
how much time passed between the first and the last activity in a coordination episode.
Actors involved counts how many different actors were involved in an episode. Files
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involved counts the number of files for which source code changes were discussed
during the episode. Knowledge integration ratio sets the number of knowledge
integration activities in relation to the number of all activities in an episode. Finally,
outsider activity ratio measures the percentage of activities that outsiders performed.
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Figure 1. Artifact dependencies and number of episodes per artifact pair

3.3  Data Analysis

Data analysis consisted of two logical stages of coordination episode coding and
coordination mechanism identification, through which we moved back and forth as we
learnt more about the empirical setting. First, we coded coordination episodes
according to the scheme summarized in Table 2. It struck us how straightforward the
coding scheme could be applied. For example, when source code was changed it was
easy to see whether functionality was added or fixed, readability was increased, etc. We
attribute this to two reasons: In OSS communities it is customary to carry out fine-
grained activities so that other community members can easily comprehend them [8].
In addition, the coordination episodes were usually focused on solving the specific issue
at hand and did not divert into other directions. This demonstrated a certain level of
discipline across the studied communities, which was an indicator that stable
arrangements to coordinate, i.e. coordination mechanisms, existed.

Second, we identified coordination mechanisms in cross-community settings by
seeking commonalities and differences between the individual episodes and matching
them with preliminary coordination mechanism descriptions. We would switch to this
stage of analysis whenever we identified tentative patterns or peculiarities that were
potentially helpful to meet our research objective. As prior research mentioned
adaptation and departure mechanisms, these were our natural starting points for
candidate mechanisms, for which we wrote initial descriptions. We found evidence for
these mechanisms and discovered two additional coordination mechanisms, which we
eventually labeled upgrading and positioning.

4 Findings: Mechanisms of Cross-Community Coordination

Through analyzing 96 episodes of cross-community coordination, our empirical
analysis unearthed four mechanisms that could comprehensively explain the observed
coordination work. Summary statistics for each mechanism is provided with Table 3.
In what follows, we show how each mechanism describes a different arrangement of
cross-community coordination.
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Table 3. Cross-community coordination mechanisms

Trigger Activities Resolution
Mechanism N |  Length Duration Actors Files Klratio OAratio C B U
Adaptation 43 72% mm  _om_ B.  91% 42% 0%
Upgrading 7 14% i _li B  86% 43% 0%
Positioning 33 100% _Mlm  m = 91% 76% 67%
Departure 13 0% [ . Bme_ 8% 8% 8%

N Number of episodes attributed to mechanism

| Percentage of episodes that were triggered by an issue (with or without root cause analysis)
Length Number of activities per episode (histogram categories: 2-5; 6-20; 21-50; 51-92)

Duration ~ Duration per episode in days (<1; 1-10; 10-100; 100-1,297)

Actors Number of different actors involved per episode (2-3; 4-8; 9-16; 17-24)

Files Number of source code files involved per episode (<2; 2-4; 5-9; 10-87)

Kl ratio Share of knowledge integration activities per episode (<25%; 25%-50%; 50%-75%, >75%)
OAratio  Share of outsider activities per episode (<5%; 5%-50%; 50%-95%, >95%)

C Percentage of episodes that resolved with an artifact change
B Percentage of episodes that resolved with a change of business rules
U Percentage of episodes with change in upstream artifact

4.1 The Adaptation Mechanism

Our data analysis shows how one community seeks to adapt its artifact to changes in
an upstream artifact as to restore functionality or utilize new functionality, which we
define as adaptation mechanism. Typically, a coordination episode of this type is
triggered by a malfunction, and its root cause is found to be a recent change in an
upstream artifact. This instigates change in the downstream artifact, which resolves the
initially reported issue. The adaptation mechanism leverages hierarchy of artifact
couplings as its logic to coordinate work across communities. The upstream community
introduces changes without reaching out to downstream communities. Instead, it
assumes that downstream artifacts will be adapted to restore compatibility. This is an
efficient arrangement for the upstream community, because it mitigates the costs of
verbal exchange with outside communities. It is also efficient for the downstream
communities, given that most adaptation episodes resolve after few activities and
involve few actors. Furthermore, the low number of files involved in an adaptation
episode indicates that the necessary adaptations are rather small, which in turn implies
that the changes to the upstream artifact cannot be extensive as well.

4.2  The Upgrading Mechanism

Our data analysis reveals how one community seeks to understand major changes in
an upstream artifact and how it upgrades the downstream artifact to appropriate these
changes, which we define as upgrading mechanism. Typically, a coordination episode
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of this type is triggered by upcoming major changes (e.g., changes to interfaces) that
the community of an upstream artifact announced. After discussing the implications for
its own artifact, the downstream community systematically changes its artifact to
account for these implications. The upgrading mechanism resembles the adaptation
mechanism, as it follows the same logic of artifact hierarchy. However, it is distinct in
that coordination activities typically commence in anticipation of change to the
upstream artifact, as opposed to a usually reactive adaptation episode. This mechanism
is efficient for the upstream community, as indicated by the very low share of outsider
activities. Thus, the coordination burden is mostly on the downstream community. Not
only must it implement many changes to its artifact, it also has to spend effort on
collating and integrating knowledge, as evidenced by the comparatively high
knowledge integration ratio of most upgrading episodes.

4.3  The Positioning Mechanism

Our data analysis surfaces how two communities seek to track down an issue observed
from coupling their respective artifacts and introduce change at the position they jointly
agree on, which we define as positioning mechanism. Typically, a coordination episode
of this type is triggered by an issue that is observed from the combination of upstream
and downstream artifacts. Both communities then investigate why the issue happens,
debate which artifact should be changed and implement the changes deemed
appropriate. The positioning mechanism is distinct as it always sees one community
reaching out to another due to an issue it cannot solve on its own. Creating a shared
understanding between the two communities is a major concern, suggested by the
comparatively high knowledge integration ratio combined with a high outsider
activities ratio. A positioning episode mainly increases artifact quality, because a
previously unknown issue is identified and resolved: 76% of all changes were to the
functionality of the artifact, usually fixing a design flaw. Remarkably, the main
beneficiary is the upstream artifact, as 67% of all positioning episodes in our data
resolved with changes to the upstream artifact. This suggests that a growing pool of
downstream artifacts effectively increases the number of collaborators who contribute
with technical expertise to the upstream artifact, which extends the community borders.

4.4 The Departure Mechanism

Our data analysis exposes how an actor, based on experiences made with a coupled
artifact, proposes a change and the focal community decides whether and how to
implement the change despite it being a departure from existing design, which we
define as departure mechanism. Typically, a coordination activity of this type has few
activities, involves just a couple of actors, and no or just one source code file. Usually,
the initially proposed departure of artifact design is not accepted by the focal
community. The departure mechanism incorporates what is commonly considered a
hallmark of open source software: anybody may modify an OSS artifact and see this
change become part of the ‘official release’ if the community deems it beneficial [3].
However, in our case study of five rather mature OSS projects, fewer than 15% of all

117



episodes could be attributed to the departure mechanism. What is more, all episodes
but one resolved with a rejection of the proposed change by the focal community, and
typically did so after few coordination activities. This suggests that OSS communities
managing mature artifacts are reluctant to depart from existing artifact design.

5 Discussion: Coordination as Means of Generative Change

By analyzing how the communities of five interdependent OSS projects in the Rails
ecosystem resolve coordination needs stemming from changes in coupled artifacts, we
identified four cross-community coordination mechanisms, namely adaptation,
upgrading, positioning, and departure. Each mechanism describes a mode of
integrating contributions from coupled OSS projects that instigate change in the focal
artifact. Thus, cross-community coordination organizes the co-evolutionary production
of change caused by broad and varied audiences absent of central control, that is cross-
community coordination is a means of generative change in a digital ecosystem [6].

The strength of a generative system lies in its capacity to allow contributions from
heterogeneous actors, and to turn these contributions into productive changes. Because
they are the result of a creative dialogue between insiders and outsiders, some of these
changes are unanticipated and innovative [6]. Due to perpetual incompleteness of
digital artifacts [33] and their ability to be coupled with other incomplete artifacts to
form new combinations and variations, digital ecosystems produce constant co-
evolutionary changes. Arguably, this dynamic is a main driver of digital innovation [7].

To this end, the identified cross-community coordination mechanisms help us better
explain and rationalize digital innovation processes in complex digital ecosystems,
particularly in an OSS setting. The adaptation and upgrading mechanisms show how
upstream OSS projects effectively influence the evolutionary trajectory of downstream
projects. In turn, the positioning mechanism demonstrates how autonomous, yet
interdependent OSS communities create synchronization opportunities to sort out
design flaws for mutual benefit. Finally, the departure mechanism suggests that mature
OSS projects have a strong sense of direction, which reduces the propensity of radical
design changes. Overall, the existence of coordination mechanisms that operate across
0SS communities are further proof of the self-organizing capability of heterogeneous
systems characterized by distributed resources and distributed control [15].

6 Limitations and Conclusion

The contributions presented here are naturally limited by our research approach and the
scope of our data, which points at opportunities for future research. First, we cannot
claim generalizability of the findings beyond the studied context. Therefore, additional
research that studies different empirical contexts might complement our results.
Second, stemming from our selection of mature communities, we did not regard path
dependencies between the individual episodes. Future research might identify dynamic
aspects of cross-community coordination. Third, we did not observe coordination
activities directly, but derived them from verbalized contributions on discussion boards.

118



Hence, future research could employ ethnographic methods to draw a richer picture of
the micro-foundations of cross-community coordination. Fourth, we obtained data only
from the discussion boards on Github. Other tools to coordinate work are available,
such as email, chat, and (virtual) whiteboards. As such, further examinations could tap
into alternative data sources to identify coordination mechanisms that we did not
observe.

In summary, much of the existing research on cross-community coordination
assumes that boundary spanners and loose coupling are sufficient to resolve
interdependencies between OSS projects. In this paper, we employed an explanative
case study to elicit four mechanisms for coordinating work across interdependent OSS
communities, which is the main accomplishment of this paper. In addition, we argued
that cross-community coordination mechanisms are means of generative change in
digital ecosystems, and thus help us better explain processes of digital innovation in
heterogeneous systems.
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Abstract. Non-verbal communication cues and their surrogates in computer-
mediated communication, emoticons, can influence how a message is
understood. Based on the four-ear model, we examine in detail at which levels
of communication emoticons affect message perception. Using a factorial
survey with a treatment control group design (N = 104), our findings suggest
that emoticons do not influence the understanding of a message at the content
level. However, we show that they significantly influence the metamessage.
These findings hold important theoretical and practical implications: First, our
results help to explain the mixed results of previous studies on the effects of
emoticon usage on message interpretation. Second, we show that emoticons are
a means to convey contextual information over and above the raw content of the
message, especially at the self-revelation and relationship level. However, this
does not come without a price: Emoticons dilute the effects of job-related
emails at the appeal level.

Keywords: Emoticons, Computer-Mediated Communication, Four-Ear Model,
Factorial Survey

1 Introduction

How a recipient perceives and understands a spoken message depends, on the one
hand, on the verbal content, and, on the other hand, on the contextual interpretation of
non-verbal elements such as facial expressions and body language [1]. In the
workplace context, computer-mediated communication (CMC), and especially email,
has positioned itself as an alternative to face-to-face communication. However, this
communication style has one important disadvantage: It lacks non-verbal
communication cues. Since emails are a text-based form of CMC, a sender has no
direct opportunity to use non-verbal communication elements to provide contextual
information over and above the written information and, hence, the context of a
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message might be difficult to interpret. Emoticons, however, as text-based
symbolizations of facial expressions, emotional states, and feelings [2], can serve as
corresponding cues.

Many studies show that emoticons have a certain impact on message interpretation.
They are used and perceived as surrogates for non-verbal cues and are, for example,
able to soften the illocutionary force of speech acts in emails [2-6]. In contrast, other
studies claim that emoticons can only complement messages, and that they are far less
important for message interpretation than the written content [7]. The aim of our
research paper is to further clarify the effect of emoticons on message perception in
job-related emails by drawing on the four-ear model of Schulz von Thun [8]. Indeed,
we aim to explain why and how emoticons affect the illocutionary force of written
(speech) acts and are able to explain the mixed results of previous studies.

The four-ear model postulates that every type of communication has an underlying
anatomy that is a combination of four communication levels at which a message can
be sent and received: the factual information level, the self-revelation level, the
relationship level, and the appeal level. We hypothesize that in CMC, emoticons such
as the smiley-face [:-)], influence the recipient’s perception of a job-related message
at all these communication-defining levels.

To test our hypotheses, we conducted a factorial survey [9] with 104 respondents
and a treatment control group design in which one group was shown an email with an
emoticon and another group was shown an email without an emoticon. Our main
finding is that emoticons only influence the receiver’s perception of the metamessage,
namely at the self-revelation level, relationship level, and appeal level, but that they
do not have an impact on the receiver’s perception at the factual information level.
First, this shows that emoticons are indeed perceived as surrogates for non-verbal
communication cues and are able to convey information over and above the pure
content level, however they are not strong enough to shape or even contradict the
content level of a message. Second, we showed that emoticons are able to soften the
illocutionary force of speech acts because they convey further information at the
relationship, self-revelation and appeal levels. However, this does come with a certain
price since the effect of the message at the appeal level is mitigated.

The paper is structured as follows: In the following section, we will introduce the
four-ear model of Schulz von Thun [8] and we will also provide the theoretical
foundations of CMC and of emoticons, both in general and in the professional
context. Following this, we will present our research model and will introduce our
research methodology, more specifically, the design of the factorial survey. Finally,
we will present and discuss our results before concluding our article with the
limitations of our study and the practical implications of our results.
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2 Theoretical Background

2.1  The Four-Ear Model of Schulz von Thun

Schulz von Thun [8] postulated that each message has an underlying anatomy that is a
combination of four different communication levels at which a message can be sent
and received, respectively: the factual information level, the self-revelation level, the
relationship level, and the appeal level. This model is also commonly termed the
“four-ear” model, which refers to the ways in which the recipient understands (or
hears) the message. The general process of communication and the four layers of a
message are depicted in figure 1.

At the factual information level, i.e., the content aspect of the message, pure factual
information is passed from the sender to the recipient. This communication layer is
conveyed by the pure spoken word or the written textual word (logical digital
language). At the factual information level, the recipient assesses whether a message
is true or false, relevant or irrelevant, and reliable or unreliable.

Factual Information

=

= >
[} =]
= Message =
& B
iy

(7

w . .

Relationship

Figure 1. Communication Process and Four-Ear Model [8, p. 30]

Besides the pure words used, Schulz von Thun [8] argues that a message inherently
consists of an additional subtext or metamessage. This metamessage is only partly
influenced by the pure textual information delivered by the sender. Rather, it is
conveyed via non-verbal communication means such as facial expressions, gestures,
tone, speech speed and general body language, etc.

First, at the self-revelation level, the sender discloses information about themselves
and their current motives, values, and emotions (so called I-messages). This level is
described as a small sample of personality, since information about the communicator
is inevitably revealed. Second, at the relationship level, the sender indirectly
expresses a position towards the recipient (so called we-messages). Lastly, the appeal
level provides information about the response expected by the sender.

As an example, imagine a conversation between two colleagues where one tells the
other “your report is not here”. At the factual information level, the recipient may
interpret the message as raw information regarding the current state of the process. At
the self-revelation level, the recipient may get the impression that the sender was
irritated by the delay. At the relationship level, the recipient may understand the
message as an accusation of incompetence. At the appeal level, the recipient may feel
that the sender expects him/her to work more thoroughly in the future.
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2.2  Emoticons as Text-Based Computer-Mediated Communication Cues

Computer-mediated communication (CMC) is now an established form of
communication, and continues to steadily develop itself as such. CMC can be defined
as “[a]ny communicative transaction that takes place by way of a computer ...” [10,
p. 552]. In contrast to real-life face-to-face communication, much of CMC today is
founded on text such as emails and instant messages. In these contexts, analogue
language normally used to clarify messages is inaccessible [1]. As a result, a sender’s
ability to show emations, for example, is limited.

However, as a substitute for these missing elements, text-based elements have
established themselves as non-verbal cues in written communication. These CMC
cues can be equally effective as regular analogue language [11] and are thus able to
help clarify messages [12] as well as provide information about the type and strength
of the emotions that the sender wishes to convey with the message [13]. One popular
form of CMC cues are emoticons, i.e., text-based symbolizations of facial
expressions, emotional states, and feelings [2].!

Emoticons are not only used in the private domain but also increasingly in job-
related communications within companies and organizations [16]. Indeed, it has been
shown that positive emoticons in the professional context provide three functions: (1)
marking positive attitudes, (2) marking jokes/irony, (3) acting as hedges, i.e.,
strengthening expressive speech acts (such as thanks or greetings) or softening
directives and criticism (i.e., requests, rejections, corrections, and complaints) [2].

Multiple studies have examined the effects of emoticons in CMC. Huang et al. [17]
found that the use of emoticons in instant messaging has a positive effect on the
enjoyment, personal interaction, perceived information richness, and perceived
usefulness of messaging applications. Some studies have proven that emoticons serve
the function of clarifying textual messages by accentuating a tone or meaning [3, 6],
thus, helping to communicate more clearly. Derks et al. [4] find that emoticons can
help to create ambiguity and express sarcasm online. However, they conclude that
emoticons are not strong enough to outweigh the verbal content of a message or even
change the valence of a message. Also, Walther and D'Addario [7] find that
emoticons can only complement messages and do not have the strength to enhance
messages.

Our study seeks to specify these results. By drawing on the four-ear model, we
were able to identify the level of communication at which emoticons unfold their
effects and to what extent they are doing so.

1 In addition to text-based CMC cues, there are also pictographic-based cues such as emojis
(e.g., @, &). However, they are currently primarily used in private communication such as in
instant messaging services and in social media [14], and especially on touch-based mobile
devices [15]. Since we are interested in job-related communications, we thus refrained from
using emojis and focused on their text-based predecessors, i.e., emoticons [14].
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3 Research Model

While in face-to-face communication facial expressions might be used by the sender
to provide information about their point of view as to how their message should be
interpreted by the recipient [1], in emails, emoticons can be used to provide this
information, since they are a form of text-based analogue language. We thus assume
that subjects will understand a message significantly differently if emoticons are used.
Our dependent variable, which is the receiver’s perception of a message, is divided
into four subconstructs, each representing one of the four communication levels of the
four ear-model [8]. We expect to find a direct effect of our independent variable
(assignment to the treatment group or the control group) on all these communication-
defining levels, namely the factual information level, the self-revelation level, the
relationship level and the appeal level. Figure 2 presents our research model.

Factual Information Level

Y\X

Computer-Mediated Self-Revelation Level I
Communication He

0 = no use of emoticons i .
1= emoticon Hj Relationship Level |
&7
Appeal Level l

Figure 2. Research Model

First, we believe that emoticon usage influences the understanding of job-related
emails at the factual information level. Indeed, non-verbal cues, such as facial
expressions, gestures, and body language, influence the understanding of a message
[8] by amplifying, weakening or even changing the entire verbal content — especially
if there is a discrepancy between the verbal content and non-verbal cues [1]. In line
with this, emoticons, which act as surrogates of facial expressions in CMC, can be
expected to act similarly in the written word. However, following the insights of
Derks et al. [4] and Walther and D'Addario [7], we assume the effect to be only weak,
as the meaning and relevance of a message seems to be primarily conveyed by the
spoken or written words. We hypothesize that:

The usage of emoticons influences the recipient’s perception of a job-related message
at the factual information level (H1).

Similarly, we argue that emoticons also significantly shape the metamessage of a
message. More specifically, we believe that emoticons can convey information over
and above the pure content level, providing enhanced information in terms of how a
message should be understood and, by that, ultimately shape a message’s perception.
Indeed, as Schulz von Thun [8] stated, messages’ metamessages are generally
conveyed to a large proportion by non-verbal cues. In line with this, we assume that
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emoticons as facial expressions surrogates influence all levels of communication that
carry a message’s metamessage — namely the self-revelation, relationship and appeal
levels. We hypothesize that:

The usage of emoticons influences the recipient’s perception of a job-related message
at the self-revelation level (H2), the relationship level (H3), and the appeal level
(H4).

4 Research Design

4.1  Factorial Survey

To test our hypotheses, we conducted a factorial survey (also called vignette study).
Factorial surveys use “short, carefully constructed description[s] of a person, object,
or situation, representing a systematic combination of [the research-relevant]
characteristics” [18, p. 128]. Respondents are then presented with these different
fictional descriptions, and assess them on the basis of a questionnaire. Such
descriptions may consist of a textual description, a video, illustrations or any other
form of explanation.

In our context, we asked respondents to put themselves in the position of a
company intern that receives an email from their supervisor, in which criticism is
expressed (see table 1). We used the vignette character of an intern because we
expected to recruit a quite young sample of people — indeed, we posted the invitation
to our survey on Facebook, in special interest groups that are mainly used by students.
We assumed that these subjects could quite easily put themselves in the position of an
intern or might even have experienced such a situation themselves. Moreover, we
used the scenario of receiving a criticism-filled email, since criticism in the workplace
is typically expressed with the goal of improving work performance [19] and senders
commonly use “positive” analogue language such as facial expressions to soften
criticism and directives and to reduce the recipient’s negative feelings [2].

Since the defining factors of our research hypotheses are emoticons, we chose the
presence and absence of a positive smiley-face emoticon as the factor levels of our
vignettes (in the control group, the emoticon shown in table 1 has been omitted).
Finally, we chose to implement a between-subjects design in which subjects were
randomly assigned to the treatment and control group.

In order to evaluate the influence of an emoticon on each of Schulz von Thun’s
communication levels, we developed two context-specific items for each layer in the
subsequent questionnaire. All items were measured using a seven-point Likert-type
scale ranging from “strongly disagree” to “strongly agree”. Table 2 presents the items
of our questionnaire.
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Table 1. Introductory Text and Treatment Vignette

Place yourself in the following situation: You are currently
an intern with the company Krueger GmbH. Your tasks
include, among other things, the preparation of presentations,
which requires your participation in certain meetings. In the
following section, you will receive an email from your
supervisor, in which your work method is discussed. Please
share your impressions by evaluating the given statements on
a scale from 1 (“strongly disagree”) to 7 (“strongly agree”).
Dear intern,

It has come to my attention that you often arrive late for our
Vignette treatment meetings, and that the presentations you have edited are not

Introductory text

group submitted in a timely manner. Time management is crucial
for good work performance.
Critical email with 1 would kindly ask you to ensure to be on time in future and
emoticon to adhere to your deadlines :-)
Best regards,
Kim Krueger

Table 2. Questionnaire Items

Communication level Item

Factual information (FI) | interpret the message as being an advice-giving
message on how to improve my job performance (FI1)
The message is informative (F12)

Self-revelation (SR) Mr. Krueger is assertive (SR1)
Mr. Krueger is upset (SR2)
Relationship (R) Mr. Krueger is disappointed by me (R1)
Mr. Krueger does not appreciate me (R2)
Appeal (A) I question my own way of working, and will work

more conscientiously in the future (Al)
I will consider the topics raised (A2)

4.2 Data Collection

As described above, we recruited German-speaking users via Facebook. The
participation was incentivized by a raffle of 20 € Amazon vouchers for three of the
participants. In this manner, we obtained 104 complete online questionnaires with 55
respondents evaluating the vignette without the emoticon and 49 respondents
evaluating the vignette with the emoticon. As expected, our sample was quite young
with 79% of the respondents aged 18 to 25. Our sample also consisted of a higher
proportion of women (58%) and a majority of subjects (65%) had a high-school
certificate as their highest current educational achievement.
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5 Results

5.1  Descriptives

Table 3 presents the descriptives per questionnaire item and the average composite
score for every communication level. For all items, the scores in the treatment group
were lower than those in the control group.

We also examined the distribution properties of our sample. The variances of our
two groups were equal, and the sample size of both groups were large (>30) and
approximately the same size. However, a first examination of the QQ-plots and a
subsequent Shapiro-Wilk-test (Wr =.962, p <.05; Wsg = .969, p <.05; Wr = .974, p
< .05; Wa =.873, p < .05) showed that our variables were not normally distributed.
Still, since the t-test is relatively insensitive to a violation of the normality
assumption, we were able to use it for our dataset analyses [20].

Table 3. Descriptives

Item Control group (CG) Treatment group (TG)
Mean SD SE Mean SD SE
Factual information (FI)*  5.882 .990 133 5.561 1.139  .163
Fi1 5691 1.318 178 5449 1430 .204
FI2 6.073 1.184 .159 5673 1144  .163
Self-revelation (SR)" 5.091  1.097 .148 4184 1.093  .156
SR1 5636  1.310 177 4918 1351 194
SR2 4545 1317 178 3449 1355  .193
Relationship (R)" 4.164 .938 126 3.398  1.020 .146
R1 4,782  1.066 144 3.694 1278  .183
R2 3.545 1.288 174 3.102 1.159  .166
Appeal (A) 6.273  1.022 .138 5806 1.025 .146
Al 6.182  1.188 .160 5714 1061 .151
A2 6.364 .988 133 5808 1.046  .149

* Composite score per communication level, normalized with item count (= 2)

5.2 Hypothesis Testing

To test our hypotheses, we performed multiple independent-means t-tests. Table 4
presents the t-values, degrees of freedom (df), the 2-tailed significance levels (sig.),
and the effect sizes for all item means.

Hypothesis 1 assumed that we would find an effect of emoticon usage at the factual
information level. However, we found no significant difference between the treatment
and control group (meante = 5.561, meance = 5.882, to2 = 1.5226"). Both in the
treatment and control group subjects evaluated the message similarly strong as being
informative and as being an advice-giving message to do better in the future. Hence,
hypothesis 1 was not confirmed. We explain this finding by the fact that factual
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information is predominantly conveyed by the digital language (the raw text) and not
by analogue language (e.g., facial expressions, emoticons) [1]. Indeed, recipients
mostly use the content aspect of the message to evaluate the relevance, importance
and trustworthiness of the information provided [8]. This is in line with Derks et al.
[4] who also described that “emoticons do not have the strength to turn around the
valence of a message” [4, p. 386].

Table 4. Significance and Effect Sizes

Communication level t df Sig. |Hedges' g]
Factual information 1.5226 102 131 .300
Self-revelation 42171 102 .000 .828
Relationship 3.9668 102 .000 784
Appeal 2.3207 102 .022 456

Concerning the self-revelation level, we found that participants evaluated the items
measuring the self-revelation level significantly lower when the message contained a
positive emoticon (meante = 4.184, meance = 5.091, taoy) = 4.21717). We also
evaluated the effect size. Concerning the effect at the self-revelation level, the effect
size was large (|g| = .828). As a result, hypothesis 2 was confirmed.

Likewise, the negative associations of receiving criticism were lower at the
message’s relationship level when the message contained a positive emoticon than
when the message did not contain a positive emoticon (meante= 3.398,
meance = 4.164). The difference was significant (tw2 = 3.9668, p < .001) and
represented a medium-sized effect (|g| = .784). Thus, hypothesis 3 was confirmed.

Finally, we also found a significant group difference (tuoz = 2.3207, p < .05) for
the appeal level of the email, which represented a small-sized effect (|g| = .456). More
specifically, subjects in the treatment group evaluated the appeal level lower than the
subjects in the control group did (meante = 5.806, meance = 6.273). Hence,
hypothesis 4 was confirmed. These results confirm on the one hand that the emoticon
has a significant influence on the appeal level, and on the other hand, that the positive
smiley emoticon softens a message’s illocutionary force.

6 Discussion

Whereas Walther and D'Addario [7] concluded that emoticons do not have the
strength to enhance messages, Derks et al. [4] showed that emoticons may act as
surrogates for non-verbal communication cues in CMC, however, they “do not have
the strength to turn around the valence of a message” [4, p. 386]. Our study helps to
explain those mixed results concerning the effects of emoticons.

More specifically, previous studies did not differentiate between messages’
multiple communication levels and rather understood messages as one-dimensional
entities. In contrast, we differentiated between four communication levels and showed
that emoticons have a significant influence on the metamessage of messages, namely
on messages’ self-revelation levels, relationship levels and appeal levels. Still, at the
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level of factual information, the influence of emoticons was insignificant. Based on
these findings, we can conclude that the use of emoticons helps recipients interpret
CMC messages by increasing information richness while neither diluting nor
enhancing the factual information of the message. Our findings also explain why
emoticons are able to soften the illocutionary force of speech acts: They are able to
convey information within the metamessage, namely at the self-revelation level,
relationship level, and appeal level.

In addition to these insights into the general effects of the emoticon on
communication levels, we also provided insights into the direction of these effects.
More specifically, in the specific case of an email expressing criticism, we showed
that a positive emoticon can help soften criticism while simultaneously retaining the
factual information of the message. In general, criticism can cause negative
associations at the relationship and self-revelation levels in the recipient. Indeed,
people can take criticism personally [21], even though in the workplace it is typically
expressed with the goal of improving work performance and not meant personally
[19]. Since a positive emoticon such as the smiley face conveys a sender’s positive
attitude [22], its usage in an email expressing criticism reduces negative associations
of the recipient at the relationship and self-disclosure levels [8].

However, this does not come without a price. We also observed lower scores at the
appeal level: Positive emoticons also seem to reduce the recipient’s understanding of
the overall intention of the sender and their expected response, i.e., the improvement
of their work performance. Thus, expressing criticism along with the usage of
emoticons may not be effective at evoking the awaited response. This effect can be
explained by the fact that emoticon usage, especially in the professional domain, also
comes along with decreased perceptions of competence and authority [23]. However,
whereas the effects of the positive emoticon at the relationship and self-disclosure
levels were large and medium-sized, they were only small-sized at the appeal level,
which implies that the price paid is probably not all too high.

7 Conclusions

In this article, we evaluated the influence of emoticons on recipients’ interpretation of
Schulz von Thun’s four communication levels, in the context of workplace emails
expressing criticism. Based on a factorial survey with, our results suggested that
emoticons exert an effect on the communication levels linked to the metamessage of a
message, that is, the relationship level, the self-revelation level, and the appeal level.
However, we did not detect a significant influence of emoticons on the interpretation
of the content aspect of the message, that is the factual information level.

These findings hold important practical implications. Our study emphasizes that
emoticons can be a useful means for conveying information about the metamessage of
a message, thus helping the recipient of a message correctly interpret it as it was
intended, while not diluting its factual information. Furthermore, we showed that
positive emoticons can be used in workplace emails that express criticism, in order to
mitigate recipients’ negative associations with the messages at the relationship and
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self-revelation levels. In other words, a recipient takes criticism less personally if the
sender uses a positive emoticon. At the same time, although positive emoticons do not
have an influence on the perception of the message at the factual information level,
they do soften the illocutionary force of the message at the appeal level. Hence, the
mitigation of recipients’ negative associations comes with a price.

There are some limitations to our study that should be noted. Certainly, a situation
that is described in a vignette can never be fully realistic and is especially prone to
individual misperceptions. Thus, the external validity of our study might be limited,
even though we tried to select an appropriate vignette situation that fit our expectedly
young sample of people. Additionally, we only used two specific emails (which were
identical with the exception of the additional emoticon in one of them). Although the
scenario and the wording were carefully constructed and examined by third parties, it
is still possible that the respondents might have misinterpreted the emails. Indeed, the
situation that was described in vignette was not equally realistic for all respondents.
For example, in the case of the employed people in our sample, it was maybe more
difficult for them to imagine themselves as interns than it would be for students.

Furthermore, there are certain limitations to between-subjects designs when it
comes to perceptions, opinions and situational judgments as is the case in factorial
surveys. It can be argued that in between-subjects designs, each respondent judges
only a single vignette, which can lead to measurement problems due to individually
different vignette contexts. However, results from a within-subject design would be
seriously flawed as subjects would not have been blind to condition and, thus,
memory effects, sponsorship effects, and sequence effects would have come up.

Moreover, we only included one specific positive emoticon, :-). Hence, different
results might be found when other positive emoticons are used, such as :) or :-D. In
addition, we did not look at emoticons that introduce irony into the communication,
such as ;-).

Finally, we only surveyed German-speaking people and 79 percent of our
respondents were between 18 and 25 years old. Hence, differences might be found for
non-German speaking people as well as for other age groups. Overall, due to these
shortcomings, the external validity of our study might be limited.

As a next step, we intend to take a look at the influence of multiple kinds of
emoticons (positive, negative, ironic, etc.) on recipients’ interpretation of different
kinds of job-related emails (positive, critical, etc.).
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Abstract. Unified Communication (UC) is increasingly introduced in global
enterprises to support the digital interaction of employees. Cultural differences
can influence such adoption of corresponding technologies and need to be
considered by IT managers. In this study, we show how cultures with specific
characteristics (according to Hofstede and Hall) adopt UC differently. This
research paper is based on a unique dataset, consisting of communication data
from over 6,000 users of a multi-national enterprise. During the period of six
months, 4.6 million records were collected with the purpose of analyzing the
adoption after the rollout of a UC technology. Eight subsidiaries in Asia, North
America and Europe were analyzed. The results show that especially Hofstede’s
factors Individualism/Collectivism and Long-Term Orientation as well as Hall’s
factor Monochronic/Polychronic culture helped to explain post-implementation
usage activity. The results help IT managers to understand potential cultural
influences on introductions of according technologies in global enterprises.

Keywords: Communication Technology, Unified Communication,
Digitization, Diffusion, Adoption

1 Introduction

The digital transformation is prospected to have a significant impact on both private
and professional life [1]. Taking a closer look at how enterprises deal with it, one can
see companies in a permanent struggle, striving to be more digitally mature [2]. On the
one hand, this is naturally driven by economic reasons, maintaining the ability to cope
with other competitors in terms of new digital products or providing other beneficial
processes. On the other hand, and just as important, companies have to transform their
working environment, since employees are more attracted by digital leaders [3].
Information Systems need to adjust to different architectures to serve the people’s
increasing need for efficiency and mobility [4]. As [2] state, the digital transformation
is not purely about the technology that is being implemented. It’s about how companies
integrate it into their global organizations, which is why the adoption process for digital
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oriented technology is crucial for this transformation. The digitalization of a company
does also require facilitating communication and “will only succeed with the aid of
modern, professional corporate communication” [5]. To do so, enterprises need to
adjust their processes and adopt digital novelties. Physical presence is more and more
replaced by new communication solutions [3]. It will be of great relevance which
channel of communication is going to be used in future to foster knowledge within the
organization, whereas solely the choice of channel delivers a certain context of the
information itself [4]. It is assumed, that the importance of communication and
collaboration across geographical spans increases, emphasizing the need to implement
intelligent digital communication concepts such as Unified Communication.

Long before the actual dissemination and implementation of Unified
Communication (UC) solutions in companies, various investigations have predicted a
high impact of this technology on business. As the everyday work becomes easier to
manage, more efficient and the increasing need for communication is easier to handle
for office workers [6]. UC is understood as ,, [...] communication services across
geographical boundaries and networks based on rules and policies that provide
seamless integration between services” [7]. Companies are increasingly confronted
with the change due to globalization and digitization. An international collaboration
between employees of different countries becomes more and more important and can
be affected by many factors. Two examples are the available type of communication
technology and the prevailing culture of that country [8]. For IT-managers, it is
therefore valuable to understand the mutual influence of certain cultural aspects and
the diffusion of communication technologies in this context. It will furthermore help
decision makers to cluster and focus respectively, since implementation of new
technologies will come in a higher frequency. Employees must cope with this and
adopt. This is directly affecting their efficiency, which is why enterprise decision
makers should prepare the implementation of new technologies in an optimal way and
estimate the adoption speed. For this, it is of importance to know the mutual influence
that culture comes along with in different countries. Though we have extensively
reviewed the literature in this field, we did not come across a study that is analyzing the
correlation between an IS adoption and culture based on a large dataset. Therefore, in
this paper we focus on the following two research questions (RQ):

RQ1: How does the usage activity develop over time in different countries
after the system’s implementation?
RQ2: To which extent can commonly applied cultural factors serve as an

explanation for the development of system usage in different countries?

To answer this, our paper is structured as follows. In section 2, we provide an
overview of related work on the digital transformation and unified communication. This
is followed by an overview of existing research on cultural influences on IS adoption.
In section 3, we describe the research design, methodology and underlying data basis
in more detail. The results are presented in section 4, followed by a discussion with the
study’s limitations in section 5. This paper ends with a summary and an outlook to
further research in section 6.
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2 Related Work

2.1 Digitalization and Unified Communication

“Employees want to work for digital leaders.” [2]. Enterprises strive to digitally
adapt to not only support digital goods and services that secure their economic future,
but also provide the environment to ensure the continuance of their human capital. A
more digital life comes with more convenience and saves time, and most of all it is
more efficient [3]. As [9] postulate, this transformation brings the need of higher
connectivity between individuals globally, where people are using a manifold variety
of devices. Hence, they strive to be mobile while increasing their own communication
activity [9], [10]. More and more people are used to rapid technological changes in
society (see e.g. e-business, social media etc.). This is increasingly considered by
businesses and as [11] predicts, the frequency of changes in enterprise IS will also
increase with the digital transformation process [12], [13]. Thus, many companies
have undertaken efforts to start digital initiatives to change their IS portfolio [9]. The
software “Skype for Business”, which is a UC tool, is an exemplary technology for a
modern, cloud enabled architecture. [14] and [15] consider communication
technologies as digital technologies, which are the core of digital transformation
processes. They argue that the IT strategy needs adjustments to more future-oriented
architectures, based on key external digital trends, such as “pervasive connectivity”
or “growth of cloud computing”. [16] are indicating that this has to be taken a step
further and include a digital transformation of cross-company-cooperations. [6]
predicted an enormous market potential for the still developing technology of UC for
private as well as enterprise usage, crediting it the possibility to change the market.
Later, [17] continued this thought and even brought it even further. They concluded
that integrated technologies such as UC are one of the most influencing factors on
daily work processes. UC represents a combination of different communication
services, leading to an improved user experience, since multimedia and
communication requirements from users can be covered [17]. Since this technology
is becoming of more and more relevance, a vast variety of tools exist, though the
enterprise market is dominated by only a few vendors such as Microsoft (Skype for
Business), Cisco (Unified Communication Manager) and Mitel [18]. UC focusses on
real-time and non-real-time communication, whereas it should be distinguished from
enterprise social networks which foster the collective wisdom in organizations.

2.2 Cross-Cultural Adoption of Technology

Regarding the adoption of Information Systems (IS) in different cultural
environments, several studies with each a certain focus exist. They all focus on the
general acceptance of IS. Especially [8] have reviewed the literature and concluded that
several studies base themselves on or mention the cultural dimensions developed by
Hofstede. A total of 16 studies existed at the time of their research, focusing on the
interaction between culture, technology and adoption. Most of these studies concentrate
on the theoretical combination of these aspects, further exploring the model of
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Hofstede. However, the literature review brought up just a few studies that support their
hypothesis with a dataset of varying size. An example for this is [21]. [22] builds his
studies on the cultural dimensions of Hofstede as well and rudimentarily touches the
combination of both adoption and technology. Furthermore, an investigation of [23]
revealed that also the management of organizational culture is important for an adoption
of technologies, because it influences on the one hand the acceptance by individuals
and on the other hand the actual use of information technology within an organization.
Another affecting factor of the technology diffusion might be the perceived risk and
social influence [24]. Particularly social influence can have impact on the decision
regarding adoption or rejection of technology, which was indicated by results of [24].
They examine moderating and predictive factors and their impact on trust regarding the
adoption of corporate cloud technology. Trust as a basis for cooperation within
organizations affects the IT adoption as well, which is suggested by research outcomes
of [25]. The combination of all these aspects play an important role in the adoption of
a system. However, these influences on adoption are not equally distributed globally
but rather varying for each cultural environment. For example, performance oriented
cultures tend to compare a new system with the known and try to derive a direct
advantage out of this regarding efficiency [26]. In this context, the technology chosen
as foundation for this study (UC) may play an important role here, since it does not
only support pure content but also provide the possibility to adjust media richness (e.g.
chat, audio, video). The argument that the culture could affect the acceptance of
technology was confirmed by [27] as well. Therefore [27] conclude(s/d) that such
factors impact the technology adoption in dependence of the country and because of
their culture. South Korea for example is classified as a culture with a constant fear of
not being within the given specification. Another dimension is collectivism and
individualism. The United Kingdom can be understood as a strongly individualistic
society, where a high complexity is prevailing and the single individuals are in a loose
connection with each other. South Korea and China on the contrary are known to be
collectivistic and show strong ties among individuals [28], [29]. As previously
mentioned, we did not come across research that combined the cultural insights of
previous studies (Hofstede, Hall) with the adoption of technology in a digital context.
Based on the review of existing literature that we undertook, we contribute with the
results of our study towards the closure of this existing gap and provide insights to a
large dataset, linking the adoption with culture.

3 Research Design

3.1 Research Model

Based on previous research and the derived knowledge, we chose to underlay Halls’
and Hofstede’s factors for this study. We gather the input and factors solely based on
the studies of [29], [33] and [34] as reference for Hall’s research. Out of currently six
existing factors based on Hofstede’s research, we have chosen five due to the following
reasons. Based on his initial research [29], collectivism, uncertainty avoidance, power
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distance and masculinity are the oldest factors which date back to 1984. According to
the findings of [8], these factors play an important role in the context of user adoption.
Accordingly, a wide spread collectivism will either result in the quicker acceptance of
the technology or a collectivistic restraint from usage [8]. Furthermore, [35]
assume(s/d) that cultures that react cautiously to unknown, classify new technologies
as unsafe and adapt relatively slow. The power distance is an often-investigated factor
in science and may influence a more agile exchange between hierarchical levels,
resulting in a different speed of adaptation [8]. Masculinity refers to the orientation of
specific masculine or feminine values within a culture. Hence countries with a high
value tend to be oriented to masculine values, such as higher focus on competition. The
opposite orientation is when cultures foster social components [8], [20], [22], [34], [36].
Long-Term orientation is included in more recent research of Hofstede and catches a
culture’s handling of past and future with the respective influence on work [37]. Hall
mainly describes two factors. The first, low and high context cultures, is capturing a
culture’s tendency for the need of context to make decisions. High context cultures
would gather more information and context before deciding on something than low
context cultures. The second factor, monochronic and polychronic cultures, describes
another variation of time, more presence-based than Hofstede’s long-term orientation.
Monochronic cultures are better organized and usually on time, whereas polychronic
cultures tend to be organized differently and e.g. tend to start multiple tasks at the same
time [34], [38]. For Hall’s factors, we were in the need of transcoding them into a
suitable format for further analysis. Hence, we made use of the existing research of [34]
who already operationalized the classifications of Hall. For this, figure 1 provides an
overview of the chosen cultural factors.
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Figure 1. Research Model based on cultural factors

3.2  Methodology and Data Basis

Our foundation is a dataset from a large enterprise headquartered in Germany with
approx. 100.000 employees. Being in the manufacturing business, the company decided
to switch globally from various communication channels to a unified solution: Skype
for Business. Throughout the basic data set, all communication channel activities were
considered to conduct comparing analysis. However, since the chat functionality
instantly came with the prerequisite of the software installation, we could not make a
clear distinction of when the chat feature was used, hence we focused only on the voice
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component. The voice feature though could be assigned to a specific implementation
date and hence we could mitigate possible interferences. Accordingly, the local
management officially pronounced the order to use the solution as soon as possible. In
all countries, the internal marketing and advertisement for the new technology has been
conducted in the same way - before and after the introduction. We based our analysis
on 6,309 users in 8 countries and could draw from 4.6 million records which
represented nearly 100% of the employees working in the respective locations. To
answer the research questions, we aim to find a pattern in the activity distribution from
day 1 to day 180 (six months). The evaluation of this final dataset has been done using
SPSS, providing us with all statistical variables. To calculate the necessary correlations,
we chose to use the Pearson correlation because all our scales were single-item scales
[43].

4 Results

Table 1 provides the output of the Pearson correlation and the linear regression
analysis that was done on the dataset. The table indicates the underlying n per country
(Users) representing the active user count. It is sorted by the Pearson coefficient in an
ascending order. The results show that countries with a negative and positive
correlation coefficient are balanced. Negative coefficients show, that activity decreases
while the time increases (increase of days after go-live). All results show a high
significance with p<0.01 (indicated with ** in table 1) and mostly a strong correlation
(all coefficients >=.279). Categorizing the results by positive and negative correlation
coefficients, we observe that countries prevailing with a descending activity (negative
correlation) are all located in the Asian region. The opposing pattern - a positive
correlation - is reflected by a mix of countries. Three quarter are in the European or
American region (Germany, United States and United Kingdom) and the fourth country
is Thailand, located in the Asian region.

Table 1. Explorative analysis (activity over Time; significance indicated with ** = p<.01)

Country Users Total Voice Pearson’s  Gradient  Regression R’
Conversations Corr. Constant
Coeff.

China 785 459,971 - 725%%* -.012 6.682 .526
South 414 10,100 -.674%* -.011 5.590 454
Korea

Japan 185 163,190 -422%%* -.004 5.093 178
Singapore 68 43,251 -279%* -.003 5.510 .078
United 223 75,269 A85%* .010 3.089 236
States

United 162 61,931 .569%* .014 4.557 323
Kingdom

Thailand 65 19,434 .642%%* 011 4.662 117
Germany 4407 3,501,534 .650%* .005 4.874 422
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The results show that countries with a negative Pearson correlation also have a
negative gradient, ranging from -.012 (China) to .014 (United Kingdom), due to the
similar nature of the analysis. The initial activity on day 1, expressed by the constant of
the regression, is showing the highest values for countries with the lowest gradient (or
the lowest correlation coefficient respectively). We found R? values averaging at .292,
with a maximum of .526 (China) and a minimum of .078 (Singapore). We base further
analysis mainly on Pearson’s coefficient, descriptively supported by the regression
gradient and the constant. To visualize the dataset and the undertaken statistical
analysis, figure 2 and figure 3 show opposing examples for the activity distribution.

Activity Distribution (Example: China)
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Figure 2. Negative correlation coefficient with decrease of activity (example China)

Activity Distribution (Example: Germany)
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Figure 3. Positive correlation coefficient with increase of activity (example Germany)

The regression function is visualized in orange. The blue dots each represent the
averaged activity data (per user) gathered for one day as introduced earlier. As the
analyzed features were fully available to all users right from day one, a comparable
situation is given. However, we observed that in each country the number of users
increased with a different speed. Further statistical tests have shown a significant
positive correlation between the increasing user count and the user activity. Countries
with a positive correlation of activity and time (table 1) show a reluctant initial adoption
(as in actively using the technology) which is strongly increasing over time. Countries
with a negative correlation tend to adopt quickly with a higher initial user count and
continue with a steady (slow) linear increase of additional active users over time.

As figure 1 indicates, we aim to exploratively analyze the association between
Halls’ and Hofstedes’ factors and the results of our previous analysis. To do so, we
collected the factors (table 2) Power Distance (PDI), Individualism/Collectivism (IDV),
Masculinity (MAS), Uncertainty Avoidance (UAI) and Long-term Orientation (LTO)
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from Hofstede, as well as Low-/High Context (LHC) and Mono-/Polychronic (MPC)
from Hall [29], [33], [34], [39]. A limitation is that the most recent index of Hofstede,
the Indulgence vs. Restrain index was not included, because it was just established in
year 2010, a sufficient amount of data could not be collected and it has not been verified
by as many studies as the other indexes to be representative [40]. It must be noted that
there was no MPC value for Thailand derivable from [34].

Table 2. Cultural factors for regression analysis

Country  PDI DV MAS UAI LTO LHC MPC
China 80 20 66 30 87 15 12
South 60 18 39 85 100 10 10
Korea
Japan 54 46 95 92 88 16 6
Singapore 74 20 48 8 72 10 10
United 40 91 62 46 26 3 2
States
United 35 89 66 35 51 5 4
Kingdom
Thailand 64 20 34 64 32 10 -
Germany 35 67 66 65 83 1 1

Especially for Hall’s indexes we observe, that a negative correlation reflects a
high LHC and MPC value. Hofstede’s indexes MAS and UAI show mixed values and
no pattern towards a correlation with the first analysis. IDV and LTO on the other
hand show possibilities for a pattern. IDV is low for countries with a negative
correlation of activity and time and LTO is high for those countries. PDI shows a
weak pattern, where high power distance reflects in a negative activity correlation.

5 Discussion and Limitations

With the first part of the analysis we could show that for different countries the
adoption process looks different. Our explorative analysis returned attributes for each
country that indicate a decrease or an increase of activity after the introduction of a new
technology. Hence, we can cluster the countries accordingly, which represents the focus
of this study. The goal was to analyze the activity over time and find patterns directly
after the go-live. With the explorative approach, we applied a correlation analysis and
found a tendency for four Asian countries to start with a high activity and then decrease.
Additionally, we observed that the stronger the correlation was between time and
activity, the higher (for negative correlation) or lower (for positive correlation) an initial
activity level on day 1 was. With the mentioned results, we can answer research
question RQ1, since 2 patterns have been found: (1) countries with low activity at the
beginning and an increase over time and (2) countries with a high start-activity and a
decrease.
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Even though all countries from (2) are Asian countries, we draw from a limited
dataset and for a conclusion overall Asian region, further validation is necessary.
Furthermore, the shortcomings of a regression analysis with zime as an independent
variable were known and accepted, because the focus was to generate as many
descriptive parameters as possible. Since the results of the linear regression were not
used for prediction but rather for description, we believe the parameters contribute to
understanding the various activity pattern. As limitation it is to say, that the values we
found for Singapore did not show a very strong correlation (-.279), although being
highly significant. This is also reflected in the regression that was applied, where
Singapore and Thailand had a noteworthy lower R? and lower number of users, forming
the base for our data. Results for those two countries are therefore not as representative
as the others.

As stated earlier, digital transformation is heavily depending on a global
collaboration of individuals and hence a globally synchronous usage of such is
desirable. Given this, our study contributes in a unique way, since it is significant to IT
decision makers, that they need to assume different usage adoptions in different regions.
Additionally, with the digital transformation, all enterprises will have to struggle with
new technologies that are emerging [41]. Hence the frequency of technology adoption
that a user is going to face will increase. As new technologies are to be piloted first
[42], our results suggest that this should be done in Asian countries preferably. Since a
quick initial adoption was noticed and the activity was at first relatively high, we
conclude that this carries the benefit of immediate pilot feedback regarding the
technology. As initially stated, RQ1 aimed to provide descriptive insights into the
adoption phase after go-live, whereas RQ2 provides an approach to identify reasons for
the analyzed patterns. However, it was not possible to answer RQ2 with significant
reliability, since the dataset we drew from did not contain enough countries to run
representative statistical tests. But we could see a strong tendency which helps to
understand the results of our first analysis. For our research, we derived and compared
especially Hofstede’s factors from various sources, as well as his website. Interestingly,
the newest factor long-term orientation also reflects the highest correlation and r? in our
results.

Nevertheless, like every research, our analysis also comes with limitations, such as
a seasonal or project based bias. We could not ensure that the observed regions do not
have seasonal variability or activity peaks due to projects. We filtered those to the best
of our knowledge and made sure with each local responsible, that no unusual dynamic
prevails. Furthermore, we were only able to collect a limited amount of time and hence
focused on the first six months after go-live. Therefore, we were not able to make
further reliable long-term prognosis and further strengthen our results. The underlying
data which was used to derive assumptions, is based on a large multi-national enterprise
with a European headquarter. Therefore, the results might differ with a dataset from
various smaller companies or different technologies for example. As mentioned earlier,
to generate further descriptive parameters we applied a linear regression analysis which
is feasible for the limited dataset we drew from. However, the results and common
sense indicate that a logarithmic model will fit better for longer time frames as the
activity will not reach a negative level, but will get close to a threshold. Also, our
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findings are derived from one case company only. Therefore, even though based on a
large data set, the results cannot automatically be transferred to all organizations (or
regions as mentioned earlier) without considering the individual contexts.

6 Conclusion and Further Research

In this study, we focused on the adoption pattern of a digital technology in a global,
cross-cultural context. Analyzing eight different countries across the globe, we found
that employees react differently, depending on the region they come from. Our results
indicate that Asian countries adopt the technology initially quickly, which is reflected
in a high initial activity among users. It then decreased steadily over time and settled at
a certain level. European and American countries (together with Thailand which is not
fitting the pattern) show an opposing behavioral pattern. Due to limited data
availability, we were not able not extent our research to the level at which the activity
finally settles. We encourage other researchers to pick up on this research area and
investigate the long-term usage of communication technology with regards to user
activity.

Furthermore, we found that within a digital transformation, an isolated look at
individual countries does not make sense anymore, which is in line with [42]. Global
actions need to keep local cultures in mind. The contribution of this study indicates
that not all cultural factors are equally vital in the adoption process and its different
characteristics. We propose that several cultural factors do correlate with the findings
of our first research question. Attributes like mono-/polychronic [38] seem to predict
the user adoption well. We could provide descriptive insights on the adoption pattern
after go-live which we believe is a novel contribution to the community and an
important first step for further studies in this direction. Due to this, our study is relevant
to scholars for further research, as well as for practitioners in enterprises of global scale.
Even though we were not able to reliably answer the second research question —
examining the correlation between cultural indexes and the adoption patterns — we
encourage for further studies while picking up these results.

The contribution for decision makers indicates that particularly the change
management process within their digital transformation should not look the same
globally. Our results suggest adjusting the marketing actions regionally, depending on
the region.
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Abstract. Research on Enterprise Social Networks (ESN) agrees on the signifi-
cance of top management commitment in the implementation of ESN in compa-
nies and identifies a lack thereof as one of the most common reasons for ESN
initiatives to fail. While middle- and lower-level managers are suggested to be
just as, or even more, important in promoting ESN, only few studies focus on
their usage and perception of ESN. Against this background, in this paper, we
explore enablers and inhibitors of ESN adoption and usage based interviews with
executives at a technology company. We find the number of inhibitors to strongly
exceed the number of enablers. In particular, technological and organisational
inhibitors affect ESN adoption and usage. Our study contributes to literature on
factors influencing whether and how employees use ESN. As such, it highlights
the importance of a fit between organisational culture and the principles of social
technologies.

Keywords: Enterprise social networks, adoption and usage, middle managers,
digital leadership, governance.

1 Introduction

Enterprise Social Networks (ESN) have emerged as important technologies to support
collaboration and knowledge work [1]. In the context of Enterprise 2.0, ESN promote
the digital transformation of companies by enabling employee participation, continuous
organisational learning, and overall, a more bottom-up organisational culture [2-3].
Along with the increasing adoption in companies, ESN have become an important topic
in Information Systems (IS) research [4]. However, there remain unsolved challenges,
one of which is how to implement and manage ESN successfully (e.g., [5]). ESN re-
search generally agrees on the significance of top management commitment in the im-
plementation of ESN and identifies a lack thereof as one of the most common reasons
for ESN initiatives to fail (e.g., [6]). In addition, research by Chelmis and Prasanna [7]
as well as Majumdar et al. [8] point to a major influence of middle managers and direct
supervisors on employees to adopt social software. Only few studies, however, have
focused on the ESN usage, perception, and role in ESN initiatives of middle and lower-
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level managers [8-9]. Against this background, in this study, we focus on the following
research question: What are factors enabling or inhibiting, i.e. enablers or inhibitors
of, ESN adoption and usage from the perspective of executives? By exploring what
leads executives and their teams to use or reject an ESN, our goal is to better understand
their role in ESN adoption processes. To this end, we conduct an in-depth case study
including interviews with executives at a multinational technology company. Drawing
on prior work by Chin et al. [10], we classify the identified enablers and inhibitors
according to the categories technological, organisational, social, and individual factors.
The remainder of this paper is structured as follows: In the next section, we give an
overview of related work on factors influencing ESN adoption and usage as well as the
role of management in ESN initiatives. Section 3 introduces the case and provides de-
tails regarding the data collection and analysis. Next, we present the findings of the in-
depth case study. The final sections summarise and discuss our findings in the light of
prior research and outline the next steps of this project.

2 Literature Review

Based on prior work, ESN are defined as web-based intranet platforms that allow em-
ployees to send messages to specific co-workers or everyone in the organisation, to
connect with others, to contribute content as well as to view the content and connections
of others [11]. ESN integrate features such as profile pages, following, activity streams,
search, group capabilities, discussion threads, and tagging [12]. In the following, we
present related studies focusing on ESN adoption and usage as well as on the role of
management in initiatives to introduce ESN.

2.1  Factors Influencing ESN Adoption and Usage

Prior scientific research as well as practice-oriented literature have dealt extensively
with factors influencing the adoption and usage of ESN. As for adoption, previous work
focuses on factors influencing the decision to use an ESN. For instance, the influence
of privacy concerns [13], organisational climate [14] and promotional messages posted
on an ESN [15] on employees’ decision to engage in an ESN are investigated. Com-
monly identified aspects inhibiting adoption and usage include a lack of top manage-
ment involvement and commitment, and an incompatible organisational culture, i.e., a
culture that does not support social communication, collaboration, and knowledge shar-
ing [16-17]. A comprehensive framework of factors enabling (+) and inhibiting (-) ESN
usage is derived by Chin et al. [10]. As such, it differentiates between enablers and
inhibitors of ESN usage in terms of technological factors (e.g., accessibility (+), com-
peting technologies (-)), organisational factors (e.g., reward system (+), lack of well-
defined purpose (-)), social factors (e.g., collaborative climate (+), lack of feedback (-
)), and individual factors (e.g., sociable personality (+), lack of ESN skills (-)).

Besides studies focusing on the users’ intention to use an ESN and their overall level
of engagement, factors and motives influencing zow users engage in ESN are investi-
gated in prior work. For instance, Osch et al. [18] reveal a diverse set of motivations,
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among them personal reputation building and resource sharing, underpinning user be-
haviour. Such motivations are closely related to users’ perceived value from using an
ESN. In this regard, utilitarian values, e.g., easier competence sharing [16], are derived
from participating in an ESN. Enabling users to build relationships as well as to receive
feedback and feel involved [19-20], ESN engagement also creates social values. More-
over, users may perceive a hedonic value in using an ESN, for instance, when using a
platform for the purpose of entertainment or self-fulfilment [21].

2.2 The Role of Management in ESN Initiatives

As mentioned above, management plays a crucial role in implementing ESN and fos-
tering platform engagement. In terms of implementation strategies, Richter and Stocker
[22] differentiate between exploration, i.e. a bottom-up implementation driven by em-
ployees, and promotion, which refers to a top-down strategy facilitated by management.
Especially when pursuing a promotion strategy, management needs to define the busi-
ness case and clear goals of the ESN upfront as well as motivate employees to use the
new tool [22]. While such strategic tasks are often in a company’s top management’s
area of authority, executives in lower hierarchical positions, i.e. individuals with man-
agerial authority over a group of employees at different levels [23], are suggested to
significantly influence social software utilisation in their respective teams (e.g. [24]).
In a study by Chelmis and Prasanna [7], middle managers are found to be more suc-
cessful in promoting the adoption of a microblogging service than higher-level manag-
ers. As such, executives need to act as role models in order to drive ESN adoption. Yet,
the introduction of social software entails changes in organisations which, in turn, have
consequences for leadership [25]. While managers recognise benefits of social soft-
ware, among them better access to information, improvements in communication, as
well as the opportunity to establish personal contacts [8], in many cases, they are hesi-
tant to engage in and take on responsibility for promoting the use of these platforms.
According to a survey by van Dick et al. [26], this lack of engagement may partly be
due to a lack of competencies and skills, e.g., skills in terms of using social media for
work-related purposes, communicating on an equal footing with employees as well as
fostering networking among employees.

In conclusion, prior work has dealt with factors determining ESN adoption and usage
perceived by users in general. Due to their importance in driving ESN adoption, the
factors influencing ESN engagement from the perspective of executives need to be bet-
ter understood. As such, these insights indicate the extent to which executives act as
digital leaders and help understand how they can be supported in becoming the same.

3 Research Method

Our study seeks to explore factors influencing ESN adoption and usage from the per-
spective of executives. Drawing on our related work analysis (section 2.1) and in par-
ticular the study by Chin et al. [10], we consider the influence of technological, organ-
isational, social, as well as individual factors in shaping the perceived value of ESN
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use, which in turn, impacts adoption and usage (Figure 1). Within these categories, we
differentiate between factors enabling (+) and inhibiting (-) adoption and usage, i.c.
enablers and inhibitors of ESN adoption and usage. Due to the exploratory nature of
this study, a qualitative research design was selected. Specifically, a case study [27, p.
46 ff.] including semi-structured interviews [28, p. 181] was conducted. The following
sections introduce the case and provide details on the data collection and analysis.

Influencing factors

Individual factors

’ Technological factors +/-

’ Organisational factors F o Perceived value of ESN adoption
+- ESN use and usage

’ Social factors }/ -
+-

Figure 1. Factors influencing ESN adoption and usage

3.1  Case Organisation and ESN Platform

This case study is conducted with a globally operating technology company that be-
longs to a large corporation. The case company’s ESN was launched in 2013 based on
an initiative of the parent company. It allows users to create a profile, connect with
other users, to join groups, and access news in a general or customised activity stream.
Dealing with e.g. project work or common interests, groups have emerged as the most
used communication channel on the ESN. Moreover, users may upload files, share
links, start polls, highlight certain articles as new ideas, search for specific topics and
keywords, and create own challenges to collect ideas on a topic area or find solutions
for problems. Furthermore, the ESN features virtual meetings, which are similar to a
live chat and facilitate moderated discussions. Including these features, the platform
was launched to enable collaborative work and to promote the exchange of knowledge
and ideas among employees across geographic and hierarchical boundaries. To date,
the level of engagement on the ESN is generally low and varies strongly across different
departments. Especially the company’s top management shows a lack of engagement.'

3.2  Data Collection and Analysis

In preparation for the interviews, an interview guide [29, p. 43] was compiled to support
the discussion with the participants and to enable comparability of the answers. Organ-
ised into different topic areas, the interview guide includes questions concerning the
ESN implementation within the organisation, the interviewee’s behaviour on the plat-
form (e.g., “Please describe your usage of the ESN during a typical working day.”), as
well as perceived enablers and inhibitors of ESN adoption and usage (e.g., “What mo-
tivates you and your team to / prevents you and your team from using the ESN?”).

! For confidentiality reasons, detailed statistics regarding the usage of the ESN were not provided
by the case company.
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While the ESN is available to members of the case company worldwide, for this study,
only participants located at one of the company’s German offices were selected. The
sampling strategy aimed at achieving variation regarding adoption and usage levels
within the interview participants’ departments, as well as in terms of their hierarchical
level (e.g., department manager versus executive), and gender. Interview candidates
were contacted via email and, in total, 12 managers agreed to take part in the study. As
can be seen in Table 1, the 12 interviewees work in seven different departments and
hold (management) positions in three different hierarchical levels. In this regard, nine
interviewees are team leaders with a personnel responsibility of up to 25 employees. 13
and 19 are department managers and 110 is member of the company’s top management.
The usage levels within the different business units range between medium-high (BU1),
medium (BU3, BUY), low-medium (BU2), and low (BU4, BU6, BU7).

All interviews were held in German language at one of the company’s offices over a
period of two months from mid of April to mid of June 2017. Eleven interviews were
conducted face-to-face and one interview was done over the telephone. The interviews,
which have an average length of about 33 minutes, were recorded using a digital voice
recorder and transcribed verbatim. Using the software for qualitative content analysis
“MAXQDA”, the material was analysed following the steps of a structuring content
analysis by Mayring [30]. Accordingly, the topics included in the interview agenda and
elements of Figure 1 served as given categories, which were assigned deductively to
applicable passages of the material. Next, relevant statements of the interviewees were
filtered out, compiled in an Excel table, paraphrased, and summarised. For instance,
statements regarding perceived advantages of ESN use due to the platform’s features
(e.g., “It allows me to share information quickly” (I1)) were classified as enablers in
the category technological factors.

Table 1. Overview of interviewees

Interviewee Gender  Business unit  Personnel responsibility  Level of ESN usage

Il m BU1 1-25 high
12 m BU2 1-25 low
13 m BU3 >200 medium
14 m BU4 1-25 medium
I5 m BUS 1-25 high
16 m BUS 1-25 low
17 m BU2 1-25 low
18 m BUS 1-25 high
19 m BU1 >200 low
110 m BU6 >200 low
111 f BU2 1-25 medium
112 f BU7 1-25 low
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4 Findings

This section presents findings regarding the ESN implementation at the case com-
pany, the usage behaviour of the interviewees as well as the identified enablers and
inhibitors of platform adoption and usage.

4.1 Implementation of the ESN and Perceived Value

Concerning the implementation, a project group in the marketing communications de-
partment informed the executives about the ESN in an email, which included links to
the platform itself as well as video tutorials and further information material (12, 19).
As neither upper management nor the project group in charge did provide any specific
instructions on the ESN (12, 16, 17), many of the interviewees arranged team meetings
to discuss how the ESN could be integrated in their work (I3, I8).

In terms of the ESN’s purpose, half of the interviewees (e.g., I3, 15, I8) consider it as a
tool to share and acquire information and knowledge. In addition, interviewees empha-
sise the use of the ESN as a collaboration platform and additional communication chan-
nel with worldwide reach. Consequently, the perceived value of the platform relates to
using the ESN as a tool to find information and keep oneself up-to-date within the var-
ious groups (I1, 15, I8). Also, the ESN facilitates easier and faster access to experts on
specific topics and solutions for problems: “/...] there are requests by people looking
for a solution [ ...] I have already replied to such requests [...] because I knew someone
who should know it.” (I8). In the team of 111, using the ESN contributes to improved
knowledge transparency and to the reduction of knowledge silos. It further enables in-
formal learning (I4) as well as higher levels of participation and self-organisation in
teams (I3, I8, I11): “/...] using the ESN led to a much faster information flow and more
intensive information exchange as compared to traditional methods.” (13). In addition,
I8 appreciates the possibility to collaborate with colleagues abroad using the ESN: ““/.../
a group of people not working at the same location has access to a single knowledge
base. [...]. (I8). On the other hand, about half of the interviewees (e.g., 16, 19, 110) do
not see an additional benefit in the ESN and rather rely on other existing applications.

4.2  Usage of the ESN

While the creation of an account on the ESN is not mandatory, all interviewed managers
have a profile and are members of various groups. Yet, they use the ESN to different
extents. As such, the group function is the most frequently used feature, followed by
the activity stream. While more than half of the interviewees do not create posts in
groups, they use them to keep themselves up-to-date about news in their community:
“I follow certain topics and am member of these groups, but I am not really active.
Rather, I'm a listener.” (I8). Others take a more proactive stance in terms of using the
ESN: “/[...] I use the ESN for sharing information. When I am on business trips, I keep
my employees in the loop about what is happening.” (13).

On the other hand, half of the interview participants show very low levels of ESN usage
(Table 1). Although they have a profile and are members of two to four groups, they
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mainly use other tools to perform their tasks (12, 17, 19). Also, except for 11, none of
the interviewees has ever initiated a virtual meeting either due to not being aware of
this function or due to having no suitable use case for it.

4.3  Enablers of ESN Adoption and Usage

Enablers facilitating ESN adoption and usage are derived based on statements of those
executives using the platform themselves and within their teams. As such, these factors
relate to the perceived value of the ESN (section 4.1) and the positive outcomes
achieved from using it. The identified aspects can be associated with the categories
technological factors, organisational factors, and individual factors (Figure 1).

In terms of technology, enablers relate to the ESN’s usability and range of features. As
such, employing the ESN within the interviewees’ day-to-day work leads to gains in
efficiency and effectiveness, which motivate further use of the ESN. Specifically, using
the ESN, e.g., to keep oneself up-to-date or finding solutions for problems, is perceived
as timesaving and convenient: “An advantage in comparison to email is that [...] all
the information is stored in one place and can be accessed by all members of a team
[...].” (I11). Providing a uniform communication channel for everyone, the ESN also
contributes to a more open corporate culture and improves knowledge work (11, I8).
In terms of organisational factors, the distribution of work across many different loca-
tions, which is related to the company’s organisational structure, entails a need to com-
municate efficiently across geographic boundaries. This need is met by the ESN: /...]
you can collaborate virtually around the clock. Which is very important [ ...] as we have
teams all over the world.” (I8). As such, the geographic distribution can be considered
as an enabler of ESN adoption and usage.

As for individual factors, several motivations underpinning usage can be identified. For
instance, experts contribute to the ESN due to their intrinsic motivation to help others
(I1, I5). Also, the continuous contribution of relevant content may strengthen one’s
reputation in the company (I11). Finally, individuals are motivated to participate in the
ESN due to seeking (informal) exchange and learning from each other (I3, 14).

4.4  Inhibitors of ESN Adoption and Usage

Inhibitors of ESN adoption and usage are determined based on statements by executives
contributing to the ESN (I1, 16) as well as by users focusing on consuming content (I3,
I5) or hardly using the platform at all (I3, 19, 110). From the viewpoint of the contrib-
uting users, the mitigation of these inhibiting aspects would likely incite them to be-
come even more active on the ESN. The derived aspects can the assigned to the cate-
gories technological, organisational, social, and individual factors.

As for technological factors, inhibitors related to the platform’s usability and range of
features are suggested to affect adoption and usage. Besides being considered as too
complex and to lack structure (I15), interviewees criticise the support of the ESN for
mobile devices (I1, 19): “/...] if I have to make three detours, [...] before I can post
something, my motivation is gone already.” (19). Moreover, important features, such as
the uploading and sharing of larger files, a filtering function for the search engine, the
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possibility to directly export communications (e.g., to a text document) and a single
sign-on, are currently missing (I4, 16, I7). Also, inhibitors related to information secu-
rity affect platform adoption and usage. The fact that content once posted to the plat-
form is persistent and can be associated with its authors years later as well as uncer-
tainty with regards to who will have access to content in the future, e.g., in case parts
of the business are split off and new subsidiaries are created, worries the executives
(I2). As a result, many discussions still take place off rather than on the ESN. In terms
of the ESN’s integration into the existing IT landscape, the interviewees affirm the lack
of integration with other tools as well as the existence of competing technologies and
tools (e.g., chat) to affect ESN usage (14, 110): “/...] It would be helpful and more effi-
cient if one could switch directly from the ESN to other tools [...].” (14).

Concerning organisational factors, inhibitors related to the company’s top manage-
ment and ESN strategy as well as ESN management are identified. As for the top man-
agement and ESN strategy, the interviewees report the lack of a clear vision as well as
a lack of support and involvement on the part of the senior management (I1, 16). Due
to the lack of clearly defined goals and role models, many of the interviewed executives
neither perceive the platform as a priority nor do they see any value in using the tool
(I2). Consequently, from the top management via the lower levels of management
through to the employees, the lack of role models entails as lack of engagement. In
terms of ESN management, a missing code of conduct concerning what may be shared
and discussed on the ESN and how it should be used or not used is suggested to inhibit
usage. In combination with the lack of role models, potential contributors are unsure
what may be shared and thus, lack the confidence to post something on the ESN. Fur-
thermore, there is currently no systematic way to keep information on the platform up-
to-date, which leads to a lot of content being obsolete (I5) or irrelevant (I8). In addition,
the fact that confidential information must not be shared on the platform prevents users
from integrating the ESN efficiently in their day-to-day work and hampers in-depth
conversations (12, 110).

As for social factors, especially the lack of a critical mass of users inhibits adoption
and prevents contributing executives from become more active. On the one hand, the
general lack participation directly leads to a lack of feedback on posted content (14, 17),
which demotivates the contributing users. On the other hand, many co-workers, among
them experts for certain topics, cannot be reached on the ESN as they are not registered
(I8). Also, the company’s corporate culture appears to be not (yet) compatible with the
ESN. In this regard, the combination of a top-down management style and the lack of
engagement on the part of the upper management (see above) to some extent prevents
lower management levels from promoting the use of the ESN in their teams. Further-
more, the case company has only little understanding concerning a tolerance for failure,
which hinders open conversations and the discussion of mistakes on the ESN (I11).
Along these lines, the visibility of communications on the ESN is suggested to lead to
feelings of pressure, for instance, to respond to posts with a short delay (I1, 110).

In terms of individual factors, inhibitors relate to the attitude towards the ESN as well
as a preference for other means of communication. In this regard, many executives are
sceptical towards the ESN and do not understand why they should invest time to deal
with “yet another tool”, the benefits of which are not clear (12, 17). Indeed, participating
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in the ESN is considered as an additional burden instead of contributing to a reduction
of an individual’s workload. Furthermore, some executives perceive other means of
communication, e.g., face-to-face interactions, as necessary for collaborating effi-
ciently: “/...] I share content on the ESN [...] To get real feedback, I need to meet
occasionally with the people who I interact with on the ESN [...]” (I1).

5 Discussion

Based on the presented findings, Table 2 shows the technological, organisational, so-
cial, and individual enablers (7) and inhibitors (20) of ESN adoption and usage. Most
identified enablers, among them better task support, are based on the perceived (utili-
tarian) benefits from actual platform use. While the identified enablers are similar to
the ones suggested in prior work (e.g. [10]), many previously found drivers, e.g., a sense
of connectedness, do not apply to our case. Also, values obtained from a hedonic or
social use [21] are less indicated in our analysis. Furthermore, the lack of certain aspects
at the case company, which are suggested to drive engagement in prior work (e.g., tol-
erance for failure or policy [10]), in fact inhibits adoption and usage (e.g., little toler-
ance for failure, missing code of conduct). On the other hand, most inhibitors relate to
technological and organisational factors. The identified inhibitors can be connected
with factors suggested to negatively influence ESN usage (e.g. [16-17]) and to obstruct
the integration into work from the perspective of managers [9].

In comparison to findings of prior work (e.g., [10]), our analysis points to strong im-
balance between the number of enablers and inhibitors. Possibly due to the generally
low level of platform engagement, many advantages which might drive further adop-
tion have not (yet) been realised at the case company. In this regard, the overall ESN
usage level in a department does not necessarily correlate with individuals’ usage levels
(section 3.2). Indeed, the few contributing interviewees engage with the ESN on their
own initiative, rather than due to external motivators. In addition, the interviews include
many and various statements regarding inhibitors (especially by the interviewed occa-
sional and non-users of the ESN) as compared to few statements regarding enablers. As
such, ESN adoption and usage at the case company appear to be particularly hindered
by the co-occurrence of a lack of top management commitment, strict confidentiality
requirements and a top-down management style. In fact, it is interesting to see that
enablers and inhibitors of ESN usage suggested by the interviewed managers show a
strong overlap with previously identified enablers and inhibitors perceived by employ-
ees in general (e.g. [10]). While some interviewees assume responsibility in terms of
promoting the ESN, hence driving adoption, most of them consider the top management
to be in charge for making the ESN a priority. As such, they do seem to be aware of
their power and / or do not see a need to drive ESN engagement even though their
management position would give them authority to do so. In this regard, findings of
studies conducted at other organisations suggest that neither formal responsibility nor
authority are essential for promoting an ESN [31]. Due to the hierarchical organisation
of the case company, however, it appears that ESN adoption and usage can only be
achieved through a common effort of the company’s top management and executives
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at different hierarchical levels. The engagement and support of leaders in recognising
and embracing their role is a major task in the process of digital transformation [25].

Table 2. Enablers and inhibitors of ESN adoption and usage

Category  Factors Enablers (+) and inhibitors (-)
Technolog- ESN’s usability and range  Increases in efficiency and effectiveness in day-to-
ical factors of features day work (+); Better task support (+); High complex-

ity of the user interface (-); Lack of support for mo-
bile use (-); Missing features (-)

Information security Persistency of content (-); Uncertain future access (-)

Integration into IT landscape Lack of integration (-); Competing tools (-)
Organisa- Organisational structure Geographic distribution (+)
tional fac- Top management and ESN  Lack of a clear vision (-); Lack of top management
tors strategy commitment (-)

ESN management Missing code of conduct (-); Obsolete / irrelevant

content (-); Missing content due to confidentiality re-
quirements (-)

Social fac- Critical mass Lack of critical mass (-); Lack of feedback (-)
tors Corporate culture Top-down management style (-); Little tolerance for
failure (-); Social pressure (-)

Individual Motivations underpinning  Enjoyment of helping others (+); Reputation man-

factors usage agement (+); Desire to learn (+)
Attitude towards ESN Scepticism (-); No / low perceived value-added (-)
Personal preferences Preference for face-to-face interactions (-)

6 Conclusion

In this paper, we have explored enablers and inhibitors of ESN adoption and usage from
the perspective of executives at a technology company. Based on 12 semi-structured
interviews, we determined 7 enablers and 20 inhibitors, which were aggregated into
more abstract factors within the categories technological, organisational, social, and
individual factors. While most identified enablers relate to positive experiences from
actual platform use, ESN adoption and usage is strongly inhibited by technological and
organisational factors.

With this paper, we contribute to the ESN literature by determining factors influencing
ESN adoption and usage from the perspective of executives. In addition, our findings
inform research on digital leadership and social software. In terms of managerial im-
plications, the findings of this study highlight the importance of aligning strategies aim-
ing at fostering ESN adoption and usage with an organisation’s culture. Especially in
hierarchical organisations, ESN implementation and management requires clearly de-
fined goals, use cases, and upper management commitment to be successful.

The results of the study have to be seen in the light of its limitations. In terms of the
sample of interviewees, men as well as executives in lower management levels (i.e.
with a personnel responsibility of up to 25 employees), are overrepresented. Also, our
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findings are based on one case only and cannot be generalised. Yet, they may usefully
inform ESN initiatives in companies in similar industries or companies with a compa-
rable organisational structure and culture. To contribute to more generalised findings,
we plan to conduct further case studies in other organisations. Also, in our future work,
we will distinguish more precisely between factors influencing adoption as compared
to factors influencing usage to understand better which factors should be considered
during implementation and in the post-implementation stage.
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Abstract. Most traditional 1S adoption and acceptance research assumes that a
majority of employees are resistant to the adoption of new technologies for work.
However, phenomena like IT consumerization, bring your own device, and
shadow IT illustrate that some employees actively introduce private IS to their
organizations and thereby shape their own workplace. In this study, we
investigate what leads employees to use alternative (private) IS for work. We
draw on the cybernetic negative feedback loop as our theoretical framework to
develop our research model. Our analysis indicates that satisfaction with
organizational 1S drives behavioral change. Further, our results show that not
only the perceived performance of organizational IS predicts the employees’
satisfaction with organizational IS but also the perceived performance of private
substitutes.

Keywords: File sharing, satisfaction, intention to use private IT, post-adoption

1 Introduction

More and more digital natives [1] are entering the workforce [2]. This new generation
of employees has grown up in a digital and connected world [3] and is used to being
surrounded by ubiquitous information systems (IS) [4]. This extensive experience with
technology gives employees the knowledge and ability to compare organizational 1S
with alternatives/substitutes. Phenomena like consumerization, bring your own device
(BYOD), or shadow IT [5, 6] describe that various employees have the desire to use
private IS instead of business/organizational IS for work. On the one hand, these
phenomena challenge an underlying assumption of traditional adoption and acceptance
research. Traditionally, most IS adoption and acceptance research assumes that the
majority of employees/users are resistant and inert towards the adoption of new
technologies for work [2, 7, 8]. However, we see that some employees actively shape
their workspace instead of being hesitant or resistant towards new technology. On the
other hand, this behavior challenges the established top-down approach of technology
diffusion in organizations and affects organizational structures to a large extent [9, 10].
Until recently, the IT department decided to purchase new technology and thereby
introduced organizational change. However, currently employees are taking the
initiative and are introducing IS into the organization, while the organization itself has
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to react [5, 9]. With our study, we want to identify the underlying mechanism that leads
employees to actively introduce new (private) technology into their organizations.
Therefore, our research questions are:

RQ1: What leads employees to introduce new (private) IS into their workspace?

RQ2: How does knowledge and experience with private IS affect the attitude towards

organizational 1S?

Drawing on the cybernetic negative feedback loop [11] as our theoretical framework,
we argue that employees are getting more critical and demanding towards their
organizational information systems, since they use new and innovative technology in
their private lives [6]. To empirically validate this relationship, we develop a research
model linking perceived performance of organizational and private IS with satisfaction
with organizational IS, and the intention to use private IS for work. We use satisfaction
and intention as dependent variables of our research model as post-adoption research
has shown that satisfaction is a good predictor for employees’ (dis)continuance
intention [12, 13]. To test our hypotheses, we conducted an online survey with 154
employees from different organizations. As a setting for our study, we chose document
and file sharing, as we think that there are relatively mature consumer systems, which
can substitute conservative and traditional ways of file sharing in organizations.
Especially cloud-based services like Dropbox or Google Drive are widely spread and
accepted among private users [14, 15]. To analyze our data, we use covariance-based
structural equation modelling (CB-SEM). We contribute to business informatics and
information systems by demonstrating that the familiarity with private alternative 1S
alters personal standards and decreases satisfaction with organizational IS.

The remainder of our paper is structured as follows. In Section 2, we introduce the
related work and our theoretical framework. In Section 3, we develop our hypotheses
and research model. In Section 4, we describe our research methodology. In Section 5,
we present the data analysis and results of our evaluation. In Section 6, we conclude
with a discussion, give implications, and outline limitations of our work.

2 Related work

2.1  Private IS in Organizations

Over the last years, phenomena describing employees that use private IS for work,
gained much attention in IS research. These phenomena are called consumerization,
BYOD, and shadow IT. The term consumerization was first mentioned by Moschella
et al. (2004) and since then has been assigned several definitions. In our study, we adopt
the characterization of Harris et al. (2012) who describe consumerization as “[...] the
adoption of consumer devices and applications in the workforce [...]” [5, p.99]. Bring
your own system strategies, on the other hand, are a way for organizations to formally
approve and regulate consumerization behavior [6, 17, 18]. Non-approved usage of
(private) IT in organizations has been termed shadow IT [6, 19, 20]. Whether allowed
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or not, the usage of private IS challenges the established top-down approach of
introducing IT to an organization [9, 10]. Traditionally, IT systems were chosen and
implemented by the organization, whereas users/employees were expected to merely
adopt these systems [2, 9, 21]. However, with employees using private IS for work the
direction of the diffusion of IT systems into the organization shifts from a top-down to
a bottom-up approach [9, 22-24]. Passively adopting employees turn into employees
taking action and challenging their IT department [10, 25]. We see an increasing
dissatisfaction with organizational IT as the major cause for this evolution [5, 6, 26]
and as a precondition for behavioral change. To assess the emergence of dissatisfaction,
we use the cybernetic negative feedback loop [11] as our theoretical framework and
describe it in the following section.

2.2 Cybernetic Negative Feedback Loop

The cybernetic negative feedback loop [11] is applied as a high-level framework to
establish the variables for our research model (Figure 1). The negative feedback loop
has already been applied in IS research, for instance by Burton-Jones and Grange
(2013) and Liang and Xue (2009), and enables us to explain behavioral change of
employees. It consists of an input function (perception), a goal/standard/reference value
(from now on referred to as reference value), a comparator, and an output function
(action) [29]. According to Ashby (1956), difference is the fundamental concept in
cybernetics. In the negative feedback loop, the comparator detects this difference. The
comparator compares a sensed value (perception) against a reference value. In case of
a difference between perception and reference value actions are carried out to reduce
this difference. Usually the feedback loop is triggered by a disturbance in the
environment which alters the perception.

Applying the negative feedback loop to the phenomenon that employees introduce
private IS into their organizations, we assume that the emergence of innovative IS in
private life corresponds with a disturbance affecting the environment of an employee.
We theorize that this experience with superior alternative IS in private life increases
employees’ reference value (dashed line in Figure 1). This new experience and
knowledge creates needs [31] and shifts the reference value to which employees
compare their organizational IS to [6]. Assuming a constant perception of
organizational IS an upshift of the reference value creates a discrepancy and triggers
the feedback loop. Discrepancy in turn affects the satisfaction of employees [32, 33].
To reduce this discrepancy and dissatisfaction employees become active and change
their behavior until their perception and standard are aligned again. Hence, discrepancy
and satisfaction are preconditions for action, employees can change their behavior for
instance by demanding new technology at work or using their private IS for work tasks
even if the organization does not allow this practice. This employee driven change in
turn affects the environment. As employees and their organization are mutually
interdependent, a change in employees’ behavior can have an impact on the
organization and its structure [29, 34]. In our study, we do not empirically investigate
the impact of behavioral change on the organization, but at this point, we want to
emphasize the relevance.
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Figure 1. Negative feedback loop (adapted from Carver and Scheier (1998))

3 Hypothesis Development

3.1  Satisfaction

Oliver (1980) defines satisfaction as a function of expectation and disconfirmation.
Accordingly, disconfirmation results from the comparison of expectations with actual
experiences of a product [32]. In the IS context, Bhattacherjee (2001) uses this
conceptualization of satisfaction to explain IS continuance with the IS continuance
model [13]. Both assume that a consumer/user builds up expectations before the actual
usage of a product/system. Subsequently, he/she compares his/her actual experience to
prior expectations. When a consumer senses a discrepancy between expectation and
experience he/she feels dissatisfied [12, 13, 32]. We translate this relation to the
negative feedback loop and assume that a sensed discrepancy between a personal
standard and actual experience leads to dissatisfaction which in turn leads to an
action/change in behavior [29]. Existing research has shown that satisfaction is a good
predictor for (dis)continuance, migration, and loyalty [12-14, 35-37]. In our research
model, we operationalize action/behavioral change by measuring the intention to use
private 1S for work. Consequently, we argue that low satisfaction with organizational
IS increases the intention to use private IS for work.

H1: Satisfaction with organizational IS will have a negative effect on the intention

to use private IS for work.

3.2 Performance of Organizational IS

Following the logic of the cybernetic negative feedback loop, a perception is compared
to a standard, reference value or goal. In our research model, perceived performance is
operationalized by the established construct perceived usefulness (PU) of the
technology acceptance model (TAM) [38]. In our research setting, this perception is a
post-adoption belief in a mandatory setting based on actual experience. With employees
perceiving their organizational IS as useful, a negative discrepancy between private and
organizational IS is less likely. We further argue that employees will be dissatisfied if
they have to use IS, which they believe does not enhance their work performance. In
accordance with Bhattacherjee (2001), we propose a positive relationship between PU
of organizational IS and satisfaction with organizational IS.
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H2: PU of organizational IS will have a positive effect on satisfaction with

organizational IS.

Moreover, existing post-adoption research shows a positive relationship between PU
of the incumbent system and continuous intention [8, 12, 13]. With an increasing
intention to continue organizational IS use employees’ intention to use private IS for
work will decrease. Thus, we hypothesize:

H3: PU of organizational IS will have a negative effect on the intention to use

private IS for work

3.3  Performance of Private IS

Taking Oliver’s (1980) definition, satisfaction is a function of expectation and
confirmation. In our model, we replace confirmation with the belief about performance
of private IS. Concerning the negative feedback loop, we theorize that this belief
represents the reference value. Assuming the perceived performance of organizational
IS remains unchanged and perceived performance of private IS increases, a negative
discrepancy should occur. This in turn leads to a decrease of satisfaction with
organizational 1S. Consistent with the performance of organizational IS, we
operationalize private IS using PU.

H4: PU of private IS will have a negative effect on satisfaction with organizational

IS.

According to TAM one of the main antecedents of intention to use a technology is
PU. Consistently, consumerization and BYOD literature show that beliefs about the
performance of private IT in the work environment positively affect employees’
intention to use private IS for work [39-42]. Therefore, we incorporate this relationship
into our model and hypothesize:

H5: PU of private IS will have a positive effect on the intention to use private IS for
work.

Organizational
Performance

H3 (-)

Satisfaction with
Organizational IS

Intention to Use
Private IS for Work

Private
Performance

Figure 2. Research model
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4 Research Methodology

4.1 Data Collection

To empirically test our hypotheses and capture the individual perceptions of our
participants, we conducted a cross sectional online-survey. We distributed the survey
during the third quarter of 2016 and received 154 responses. We dropped all responses
of participants that do not have a job in which they have to share files with their
colleagues/teammates. We further excluded responses of participants that do not use
systems to share files in their private lives. Thereby, we ensured that a comparison of
both systems is possible for each respondent. Table 1 displays the sociodemographic
data of the 120 remaining respondents including gender, education, age, and whether
participants are forbidden to use private IT for work.

Table 1. Sample characteristics

N =120 Count % Count %
Gender Private IT

Female 42 35.00 Forbidden 60 50.00
Male 78 65.00  Not forbidden 60 50.00
Education

University Degree 98 81.67 Mean Std. Dev.
No University Degree 22 18.33  Age 28.06 6.52

4.2 Study Design and Instrument Development

We selected document and file sharing as a setting for our survey, as we are convinced
that document and file sharing is a common task for both work and private life with
relatively mature and comparable systems. The online survey consisted of three parts.
In the first part, we asked participants if they have to share files at work and which
system their employer provides (e.g., SharePoint, fileserver, email or organizational
cloud solution). Subsequently, we asked the participants if they use a system for
document/file sharing in private life and which system they preferred (e.g., Dropbox,
iCloud, Google Drive). Both systems for private and work life were automatically
inserted into the PU, and intention items. In the second part, participants had to assess
their perception towards the performance of their organizational IS and private IS, their
satisfaction with their organizational IS, their intention to use their private 1S for work.
PU and intention to use were rated on a seven-point Likert scale using the established
constructs of Davis (1989) and Venkatesh et al. (2003). To measure satisfaction with
organizational IS, we used the four-point semantic differential also used by
Bhattacherjee (2001). In the third part, we asked the participants for socio-demographic
characteristics and included them as control variables into the estimation of our research
model.
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5 Data Analysis and Results

5.1  Measurement Model

To test for reliability of our measurement model we conducted a confirmatory factor
analysis and calculated Cronbach’s alpha (Cot) and Composite Reliability (CR) of our
research constructs. Coa and CR both should exceed a threshold of 0.7 to indicate good
reliability [44-46]. To check for convergent validity, we measured the Average
Variance Extracted (AVE) of each construct. The AVE requires values of 0.5 or higher
to indicate sufficient convergent validity [44, 47]. We further tested our constructs on
discriminant validity using the Fornell-Larker-Criterion. Accordingly, discriminant
validity of a construct is ensured if the square root of the AVE exceeds the correlations
with any other construct [44, 47]. Our results, shown in Table 2, indicate that the latent
constructs used in our measurement model have sufficient reliability, convergent
validity, and discriminant validity.

Table 2. Evaluation of latent constructs

Ca CR AVE OPU PPU  Sat Int

OPU 914 916 .786 .886

PPU 944 944 848 .052 921

Sat 890 891 .731 467 -330 .855

Int 972 972 921 -181  .632 -514 959

OPU = PU of organizational I1S; PPU = PU of private IS; Sat = Satisfaction with organizational IS;
Int = Intention to use private system for work; The diagonal represents the squared AVE values. Off
diagonal elements are the correlations among latent constructs.

5.2  Common Method Bias

As all responses of our survey are self-reported, we conducted Harman’s single factor
test [48, 49] to check for common method bias. We performed a factor analysis with all
items of the four latent variables using principal component analysis and no rotation.
Based on the Kaiser criterion (Eigenvalues > 1), three factors were extracted. The first
factor accounted for about 45.86 % of the total variance. Thus, as no single factor could
be derived and no general factor explains the majority of variance in the variables, the
chances for common method bias are unlikely [48, 49].

5.3  Structural Model and Hypothesis Testing

After we confirmed the factor structure in our dataset in the CFA, we performed a CB-
SEM. The absolute fit indices of our research model indicating an overall excellent
model fit (ChiDF: 1.231; CFI: 0.986; SRMR: 0.061; RMSEA: 0.044; PClose: 0.618)
[50].

The results of our model show a significant relationship between satisfaction with
organizational IS and the intention to use private IS instead (-0.291; p: 0.003). Thereby,
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confirming H1. Further, our data confirms H2, hence a positive relationship between
PU of organizational IS and satisfaction with organizational 1S (0.487; p: 0.000). Our
model could not verify a direct negative effect of PU of organizational IS on the
intention to use private IS for work (-0.070; p: 0.387). Consequently, we are not able
to confirm H3. However, our model reveals a significant negative relationship between
PU of private IS and the satisfaction with organizational 1S (-0.353; p: 0.000), thereby
confirming hypothesis H4. Moreover, our results confirm a significant positive
relationship between PU of private IS on the intention to use private IS for work, IS
(0.536; p: 0.000), confirming H5.

In our analysis, we controlled for gender, age, education, income, and a dummy
variable indicating whether the participants are not allowed to use private IS for work.
None of the control variables have a significant effect on the satisfaction with
organizational IS or the intention to use private IS for work. Our research model
explains 35.5% of the variance of satisfaction with organizational 1T, and 51.3% of the
variance of intention to use private IS for work with control variables excluded. The R?
values for the model including control variables are 41.5% for satisfaction with
organizational IT, and 51.6% for intention to use private IS for work.

Table 3. Results of hypothesis testing

Hypothesis SC P-value Result
H1 -.291™ .003 Supported
H2 A8T™ .000 Supported
H3 -.070 .387 Not supported
H4 -.353™ .000 Supported
H5 536" .000 Supported
Indirect effects SC P-value
OrgPU - Sat - Int -.168" .012

PrivPU > Sat > Int - .110™ .006

SC: Standardized Coefficients; * Significant at a .05 level;
** Significant at a .01 level; *** Significant at a .001 level

In addition, we tested for indirect effects following the approach of Zhao et al.
(2010). Applying bootstrapping with 2000 samples our data reveals a significant
indirect effect of perceived performance of organizational IS on the intention to use
private IS mediated by satisfaction. Since there is no direct effect of perceived business
performance on intention, we consider this an indirect only mediation.

Second, our analysis supports an indirect effect of PU of private IS on intention
mediated by satisfaction. As the product of the three path coefficients is positive, we
consider this a complementary mediation (see Table 3).

6 Discussion
The objectives of this study were to examine how knowledge and experience with

alternative private IS affects the attitude towards organizational 1S and to uncover the
mechanism that drives employees to introduce new (private) IS to their organizations.
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We applied the cybernetic negative feedback loop as our theoretical framework to
develop our research model. To answer RQ1 we proposed satisfaction with
organizational IS as antecedent for behavioural change and the intention to use private
IS for work. To answer RQ2 we proposed PU of both personal and organizational IS as
antecedent for satisfaction with organizational IS.

First, our results support our assumption that satisfaction is one major driver of
behavioral change. Since qualitative consumerization literature already proposed a
relationship between satisfaction with organizational IS and the intention to use private
IS for work [6, 26], we quantitatively verified this relationship. Second, we find that
satisfaction mediates the effects of PU of private and organizational IS on the intention
to use private IS for work. Since the relationship between PU of private IS on the
intention to use private IS for work may not be surprising [23, 39-42], the mediation
analysis also reveals that low degrees of PU of organizational IS indirectly increases
the intention of employees to use a private alternative for work. Third, our results show
that not only does inferior performance of organizational IS lead to decreased
satisfaction with organizational IS, but positive experience with alternative private 1S
does too. This finding is further in line with Rogers (1962), who describes that an
individual gets into an “uncomfortable state of mind” when he/she is willing to adopt
an innovation but is not able to [52].

Imagine an employee who has privately switched from innovation I to innovation 11
(Figure 4) at a certain point in time, but is required to use innovation | at work. Hence,
this mandatory use at work will make him/her feel uncomfortable respectively
dissatisfied because he/she is willing to adopt innovation Il. The longer it takes an
organization to adopt innovation I1, the more employees will migrate from innovation
I to Il in their private lives, leading to an increasing quantity of dissatisfied employees.

A
2
51 N
& N
= A °
g & &
§ R
o
<
Time

Figure 3. S-curves (adapted from Rogers (1995)).

6.1  Practical Implications

Our results imply that it is important for organizations to monitor developments and
trends outside the organization in the consumer market. As employees get to know and
used to superior IS in their private lives, their standards for IS will increase in general.
Consequently, satisfaction with organizational IS will decrease if the organization
cannot keep up with the speed of innovation outside the organization. This may happen,
even if employees were satisfied with the work IS at the time of initial adoption. As
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satisfaction is a precondition for change in behavior, possible consequences are
employees complaining or using alternative IS even without approval (shadow IT) [53].
In the setting of file sharing in an organization, the dissatisfaction with the traditional
way of file sharing might lead to employees using private cloud solutions instead and
thereby threatening the organizations data security. Thus, organizations must be
sensitive concerning innovations in the consumer market and the variation of
employees’ satisfaction. One way to address these issues is to allow the use of
individual and private IS as long as it does not harm the organization. Another feasible
way is to mimic consumer systems to provide employees with the standard they are
accustomed to from their private lives.

6.2 Limitations and Future Research

This study is subject to several limitations. First, participants of our study were faced
with a hypothetical scenario while reporting their intention to use a private IS for work.
The actual situation in participants’ work life might influence the reported intention.
However, our study shows that the effects of perceived performance of private and
organizational IS remain the same as we controlled for the actual situation at work using
a control variable. Second, our study focusses on a specific kind of system — a system
for file sharing. Although, we think that this system is very suitable, as there are
comparable solutions in both work and private life, future research could extend this
study by investigating different systems or by differentiating for instance between
physical and non-physical IS. Furthermore, only employees who had experience with
an alternative IS in their private lives participated in our study. Drawing on the
cybernetic negative feedback loop, we propose that knowledge and familiarity with a
superior system shifts the reference value of users/employees. This implies that
employees who do not know alternative IS would be more satisfied with their
organizational IS. Subsequent studies could further investigate this causal relationship.

References

1. Prensky, M.: Digital Natives, Digital Immigrants Part 1. Horiz. 9, 1-6 (2001).

2. Vodanovich, S., Sundaram, D., Myers, M.: Digital Natives and Ubiquitous Information
Systems. Inf. Syst. Res. 21, 711-723 (2010).

3. Palfrey, J., Gasser, U., Simun, M., Barnes, R.F.: Youth, Creativity, and Copyright in the
Digital Age. Int. J. Learn. Media. 1, 79-97 (2009).

4. Yoo, Y.: Computing in Everyday Life: A Call for Research on Experiential Computing.
MIS Q. 34, 213-231 (2010).

5. Harris, J., lves, B., Junglas, I.: IT Consumerization: When Gadgets Turn Into Enterprise IT
Tools. MIS Q. Exec. 11, 99-112 (2012).

6. Koffer, S., Ortbach, K.C., Niehaves, B.: Exploring the Relationship between IT
Consumerization and Job Performance. Commun. Assoc. Inf. Syst. 35, 261-284 (2014).

7. Venkatesh, V., Morris, M.G., Davis, G.B., Davis, F.D.: User Acceptance of Information
Technology: Toward A Unified View. MIS Q. 27, 425-478 (2003).

8. Polites, G.L., Karahanna, E.: Shackled to the Status Quo: The Inhibiting Effects of

166



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21

22.

23.

24.

25.

26

27.

28.

29.

30.
31.

32

Incumbent System Habit, Switching Costs, and Inertia on New System Acceptance. MIS Q.
36, 21-42 (2012).

Leclercg-Vandelannoitte, A.: Managing BYOD: how do organizations incorporate user-
driven IT innovations? Inf. Technol. People. 28, 2-33 (2015).

Junglas, 1., Way, A., lves, B., Hall, M., Harris, J.G.: Consumer IT at Work: Development
and Test of an IT Empowerment Model. Proc. Int. Conf. Inf. Syst. (2014).

Wiener, N.: Cybernetics: Control and Communication in the Animal and the Machine. MIT
Press, Cambridge, MA (1948).

Bhattacherjee, A., Premkumar, G.: Understanding changes in belief and attitude toward
information technology usage: a theoretical model and longitudinal test. MIS Q. 28, 229-
254 (2004).

Bhattacherjee, A.: Understanding Information Systems Continuance An Expectation-
Confirmation Model. MIS Q. 25, 351-370 (2001).

Bhattacherjee, A., Park, S.C.: Why end-users move to the cloud: a migration-theoretic
analysis. Eur. J. Inf. Syst. 23, 357-372 (2014).

Legner, C., Eymann, T., Hess, T., Matt, C., Béhmann, T., Drews, P., Méadche, A., Urbach,
N., Ahlemann, F.: Digitalization: Opportunity and Challenge for the Business and
Information Systems Engineering Community. Bus. Inf. Syst. Eng. 59, 301-308 (2017).
Moschella, D., Neal, D., Opperman, P., Taylor, J.: The “Consumerization” of Information
Technology Position Paper. CSC, El Segundo, California,USA. (2004).

Baskerville, R., Lee, A.: Individual - Organizational bindpoints: A Design Theory for Bring-
Your-Own-System. Proc. - Pacific Asia Conf. Inf. Syst. PACIS 2013. (2013).

French, A., Guo, C., Shim, J.P.: Current Status, Issues and future of bring your own device
(BYOD). Commun. Assoc. Inf. Syst. 35, 10 (2014).

Gyory, A., Cleven, A., Uebernickel, F., Brenner, W.: Exploring the Shadows: It
Governance Approaches To User- Driven Innovation. ECIS 2012 Proc. (2012).

Haag, S., Eckhardt, A.: Justifying Shadow IT Usage. PACIS 2015 Proc. (2015).

.Nan, N.: Capturing Bottom-up Information Technology Use Processes: A Complex

Adaptive Systems Model. MIS Q. 35, 505-532 (2011).

Ortbach, K., Walter, N., Ayten, O.: Are You Ready to Lose Control? A Theory on the Role
of Trust and Risk Perception on Bring-Your-Own-Device Policy and Information System
Service Quality. ECIS 2015 Res. Pap. (2015).

Ortbach, K., Bode, M., Niehaves, B.: What Influences Technological Individualization? —
An Analysis of Antecedents to IT Consumerization Behavior. AMCIS 2013 Proc. (2013).
Weil3, F., Leimeister, J.M.: Consumerization: IT innovations from the consumer market as
a challenge for corporate IT. Bus. Inf. Syst. Eng. 4, 363-366 (2012).

Koch, H., Zhang, S., Giddens, L., Milic, N., Yan, K., Curry, P.: Consumerization and IT
Department Conflict. Proc. Int. Conf. Inf. Syst. 1-15 (2014).

. Ostermann, U., Wiewiorra, L.: Bring it On(e)! Personal Preferences and Traits as

Influencing Factors to Participate in BYOD Programs. Proc. Eur. Conf. Inf. Syst. (2016).
Burton-Jones, A., Grange, C.: From Use to Effective Use: A Representation Theory
Perspective. Inf. Syst. Res. 24, 632—-658 (2013).

Liang, H., Xue, Y.: Avoidance of Information Technology Threats: A Theoretical
Perspective. MIS Q. 33, 71-90 (2009).

Carver, C.S., Scheier, M.F.: On the Self-Regulation of Behaviour. Cambridge University
Press, Cambridge, UK (1998).

Ashby, W.R.: An Introduction to Cybernetics. (1956).

Rogers, E.M.: Diffusion of innovations. Newyork Free Press, New York, NY (1995).

. Oliver, R.L.: A cognitive model of the antecedents and consequences of satisfaction

167



33.
34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.
53.

decisions. J. Mark. Res. 17, 460-470 (1980).

Festinger, L.: A theory of cognitive dissonance. (1957).

Orlikowski, W.J.: The Duality of Technology : Rethinking the Concept of Technology in
Organizations. Organ. Sci. 3, 398-427 (1992).

Kim, S.S., Son, J.-Y.: Out of Dedication or Constraint? A Dual Model of Post-Adoption
Phenomena and Its Empirical Test in the Context of Online Services. MIS Q. 33, 49-70
(2009).

Fang, Y., Quershi, I., Sun, H., McCole, P., Ramsey, E., Lim, K.H.: Trust, Satisfaction, and
Online Repurchase Intention: The Moderating Role of Perceived Effectiveness of E-
Commerce Institutional Mechanisms. MIS Q. 38, 407-427 (2014).

Ray, S., Kim, S.S., Morris, J.G.: Online users’ switching costs: Their nature and formation.
Inf. Syst. Res. 23, 197-213 (2012).

Davis, F.D., Bagozzi, R.P., Warshaw, P.R.: User Acceptance of Computer Technology: a
Comparison of Two Theoretical Models. Manage. Sci. 35, 982-1003 (1989).

Loose, M., Weeger, A., Gewald, H.: BYOD-The Next Big Thing in Recruiting? Examining
the Determinants of BYOD Service Adoption Behavior from the Perspective of Future
Employees. AMCIS 2013 Proc. (2013).

Weeger, A., Wang, X., Gewald, H.: It Consumerization: Byod-Program Acceptance and Its
Impact on Employer Attractiveness. J. Comput. Inf. Syst. 56, 1-10 (2015).

Hopkins, N., Sylvester, A., Tate, M.: Motivations For BYOD: An Investigation Of The
Contents Of A 21st Century School Bag. Proc. 21st Eur. Conf. Inf. Syst. 1-12 (2013).
Ortbach, K.: Unraveling the Effect of Personal Innovativeness on Bring-Y our-Own-Device
(BYOD) Intention — The Role of Perceptions Towards Enterprise-Provided and Privately
Owned Technologies. ECIS 2015 Complet. Res. Pap. (2015).

Davis, F.D.: Perceived Usefulness, Perceived Ease of Use, and User Acceptance of. MIS Q.
13, 319-340. (1989).

Hair, J.F., Ringle, C.M., Sarstedt, M.: PLS-SEM: Indeed a Silver Bullet. J. Mark. Theory
Pract. 19, 139-152 (2011).

Peterson, R.A.: A Meta-analysis of Cronbach’s Coefficient Alpha. J. Consum. Res. 21, 381—
191 (1994).

Bagozzi, R.P., Yi, Y.: On the Evaluation of Structural Equation Models. J. Acad. Mark. Sci.
16, 74-94 (1988).

Fornell, C., Larcker, D.F.: Evaluating Structural Equation Models with Unobservable
Variables and Measurement Error. J. Mark. Res. 18, 39-50 (1981).

Malhotra, N.K., Kim, S.S., Patil, A.: Common Method Variance in IS Research: A
Comparison of Alternative Approaches and a Reanalysis of Past Research. Manage. Sci. 52,
1865-1883 (2006).

Podsakoff, P.M., MacKenzie, S.B., Lee, J.-Y., Podsakoff, N.P.: Common method biases in
behavioral research: a critical review of the literature and recommended remedies. J. Appl.
Psychol. 88, 879-903 (2003).

Hu, L., Bentler, P.M.: Cutoff criteria for fit indexes in covariance structure analysis:
Conventional criteria versus new alternatives. Struct. Equ. Model. A Multidiscip. J. 6, 1-55
(1999).

Zhao, X., Lynch Jr., J.G., Chen, Q.: Reconsidering Baron and Kenny: Myths and Truths
about Mediation Analysis. J. Consum. Res. 37, 197-206 (2010).

Rogers, E.M.: Diffusion of innovations. Free Press of Glencoe, New York (1962).

Silic, M., Back, A.: Shadow IT - A view from behind the curtain. Comput. Secur. 45, 274—
283 (2014).

168



DO ONLINE COMMUNITIES BENEFIT FROM
APPOINTING VOLUNTEER MODERATORS?
EVIDENCE FROM A REGRESSION DISCONTINUITY
DESIGN

Jens Foerderer and Armin Heinzl'

! Business School, University of Mannheim, Germany.
{foerderer,heinzl } @uni-mannheim.de

Abstract. We study whether online communities can benefit from appointing
users to “volunteer moderators”, in terms of community members or leaders
who are supposed to encourage participation and plant the seeds of community.
We exploit a quasi-experiment on Stack Exchange, a network of more than 160
online communities, over the period from 2010 to 2017. These communities
regularly hold democratic elections of moderators. By focusing on elections
decided by a narrow vote margin, we can exploit a regression discontinuity that
yields a quasi-random assignment of moderatorship. We find that online
communities can significantly benefit from volunteer moderatorship: closely
elected moderators contribute not only more content, they also provide more
extensive content to the community. Furthermore, the direct outcomes of
moderatorship appear to have positive spillover effects on community
discourse: moderators spark more extensive discussions, which are rated higher
and bookmarked more often.

Keywords: Online communities, community governance, moderators, quasi-
experiment, regression discontinuity

1 Introduction

The “1% rule” describes a fundamental problem of user participation in online
communities [1]: only 1% of an online community’s users account for most
contributions (“key users”), 9% contribute from time to time (“commenters”), and the
majority of 90% of users free-ride (“lurkers”). For example, of the more than 20
million registered users on Wikipedia, less than .05% of them are estimated to create
and edit the majority of articles. Similar estimations have been documented for
participation on the question-and-answer site Stack Exchange, YouTube, and SAP’s
developer forums. The “1% rule” illustrates the fundamental challenge of online
community governance [e.g., 2-5]: what governance instruments are effective in
stimulating user contributions? While scholars have identified various economic,
psychological, and sociological instruments that may engender contributions of the
“lurkers” and “commentators” [e.g., 6-8], few studies systematically assess
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instruments that allow community owners to keep the 1% —in terms of the “core that
contributes content and protects the boundary of the community” [9]—engaged. This
issue is particularly critical given that scholars found that many online communities
are sustained by these “1%” of members [10, 11] and how easily communities can tip
toward failure if key users turn over.

One governance instrument that has found widespread but controversial resonance
concerns promoting key users to volunteer “moderators”, “community leaders”, or
“advocates”. Moderators shall “facilitate discussion on a voluntary basis [...] to
engender trust, encourage participation, and plant the seeds of community” [8]. By
appointing moderators, community owners hope to boost key users to participate even
more actively in a community, while having positive spillover effects on other users
and reducing a community owner’s costs of managing a community [8, 12]. To
achieve this goal, community owners grant moderators extensive control to create and
enforce policies, promote moderatorship as the highest social status within a
community, and manage relations to them. However, the effectiveness of
moderatorship as a governance instrument is controversial. Instead of promoting
contributive behavior, much anecdotal evidence suggests moderatorship to discourage
contributions [e.g., 13, 14]. For example, Other anecdotes described that moderators
shifted their efforts on policing the contributions of other users rather than
contributing. Other examples describe how moderatorship triggered even deceptive
and collusive behaviors of key users such as Wikipedia moderators who revised
articles in the favor of third-parties or the various communities in the Reddit network
that have become notorious for their moderators’ misbehavior [12, 14]. Of course,
these examples may reflect isolated instances of the “wrong people” being appointed
moderators. Nevertheless, an evaluation of the consequences of moderatorship is so
far missing.

In this paper, we address two important yet unresolved questions about the
implications of appointing volunteer moderators. The first question we study is
whether moderatorship indeed discourages key users to contribute to a community.
The debate on this question is characterized by two opposing theoretical perspectives
that suggest governance instruments like moderatorship as a catalyst or inhibitor of
contributive user behavior, respectively. The inhibitor argument—put forward by
proponents of negative effects of devolving control to users and awarding community
members with social status—is that moderatorship has no or even a detrimental effect
on a user’s contributions [15]. Quite the opposite, once moderatorship is granted to
users, they lose the incentives to contribute [15]. Following this logic, moderatorship
is merely an effective instrument and may withdraw key users from the discourse,
which is a reason why community owners should avoid its widespread adoption. By
contrast, the catalyst argument says that moderatorship might motivate greater
investments in the community by instrumental, sociologically-based, and
psychologically-motivated mechanisms. Instrumentally, moderatorship provides a
user with greater control from which a user may draw to contribute [15, 16].
Sociologically, moderatorship is a status that may motivate greater contributions to
the community [e.g., 6]. Psychologically, moderatorship may trigger greater
attachment to and identification with a community [e.g., 17]. If moderatorship indeed
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catalyzes key users to contribute more by one of these mechanisms, then community
owners may substantially benefit from implementing volunteer moderators. By
establishing the causal effects of moderatorship and untangling its underlying
mechanisms we seek to shed light on this debate. The second question we study is
whether volunteer moderator behavior has spillover effects on community discourse,
in terms of leading to more extensive interactions and contributions that are also
perceived as more valuable by community members. Despite the prevalence of this
question, previous studies provide little insight on this question.

The key empirical problem here is that moderatorship is usually not randomly
assigned but results from a two-stage selection process. Users first strive for
moderatorship based on unobserved characteristics such as motivation or information,
and then community owners screen and appoint candidates based on another set of
unobserved characteristics such as skills or personal impression [12]. Because of this
two-stage selection, naive comparisons of regular users and moderators are strongly
biased. Unless differences in omitted variables can plausibly be removed, attributing
user behavior to moderatorship is not possible. To overcome the selection problem,
we exploit a regression discontinuity design [18, 19] in the context of Stack
Exchange, a network of online communities that comprises more than 30 million
posts and 7 million users. Many of these communities decide on their moderators by
holding secret ballot elections, which are remarkably similar to real-world democratic
election processes. Comparing moderator candidates who closely won an election
with candidates who closely lost provides us with a quasi-random assignment of
moderatorship [19, 20]. Consistent with our identification assumption, we find that
candidates close to the cutoff behave similarly in the period prior to the election. Our
dataset combines ballot data of all elections in Stack Exchange communities with
user-level data on 1,012 moderatorship candidates across more than 70 communities
over the period from 2010 to 2017.

2 Theoretical Background

Online communities have become an important aspect of digital environments [21—
23]. We refer to online communities as “virtual space[s] where people come together
with others to converse, exchange information or other resources, learn, play, or just
be with each other” [3]. Communities emerged as an important tool of firms to benefit
from the ideas of outsiders [2, 24], foster brand building [25], or provide user-to-user
support [26, 27]. Communities are also relevant outside the business world. Various
interest groups and associations run online communities for fostering exchanges
among like-minded people [5]. Communities are also the backbone of the open source
software movement as well as of the various user-generated content sites like
Wikipedia or Stack Exchange [28]. Regardless of their purpose, all communities have
in common that they draw on the participation and contribution of their members.

The governance of online communities has proven to be a complex undertaking
due to the inherent public goods problem: users can consume the contributions of
others without having to contribute themselves [3, 7, 29, 30]. For example, Wikipedia
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users can consume the articles contributed by others without having to contribute
back. Similarly, users of Stack Overflow can receive programming help without
having to give advice themselves. If the public goods problem is not addressed by
proper governance mechanisms, communities will suffer from an undersupply of
content due to insufficient incentives for users to contribute, and eventually fail [29].
Traditional economic models are less informing about the design of such mechanisms
as they mostly turn toward pricing schemes, which cannot directly be applied in
online communities as online communities rely on voluntary participation and
contribution of time and effort rather than the exchange of money [31, 32]. Thus, the
key challenge to community owners is the design of mechanisms that create
incentives for users to contribute and that motivate core participants to sustain and
improve their contribution [5, 22, 23, 32, 33].

Volunteer moderators represent a widespread instrument of online community
governance [12, 34]. There exists no coherent definition of the role of a moderator but
for the purpose of this study, we refer to moderators as “members who facilitate
discussion on a voluntary basis [...] to engender trust, encourage participation, and
plant the seeds of community” [8]. While the tasks of a moderator differ from
community to community, they usually encompass the posting of new expert content,
supporting the flow of discussions, and keeping a high quality of content
contributions going, if necessary, by revising and deleting of content, the warning,
suspending, and banning of users [12].

Our study of volunteer moderators relates to a broader discussion on three
theoretical mechanisms that are suggested to be key to influence user participation,
namely devolving control to users [8, 33], sociologically-driven status incentives [7,
13, 35], and psychologically-based community identification [17, 36]. First,
moderatorship, in terms of the position or “office” of a moderator, grants a user
substantial control, in terms of decision-making rights, to create and enforce
community policies. As such, moderatorship relates to a broader array of literature
that studies how online collectives govern, organize, and coordinate the actions of
individuals to achieve collective outcomes [11, 33, 37]. Second, moderatorship
represents a social status. Social status refers to an actor’s standing in a group when
standing is based on prestige, honor, or deference [38]. Work in this stream is focused
on understanding whether community owners can foster user contributions by
awarding user contributions with trivial symbols of status and graduating contributors
in the status hierarchy [e.g., 6, 7, 35, 39]. For example, in the Stack Exchange
communities, contributors can earn symbolic bronze, silver, or gold badges along
with fictitious titles like “Copy Editor”, “Explainer”, or “Teacher”. Finally,
moderatorship may stimulate contributive behavior by triggering greater
identification, affiliation, and attachment to a community in terms of a psychological
motive. As such, moderatorship relates to work that outlined psychological
identification with a community as a driver of contributive behavior [17, 36, 40].
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3 Empirical Strategy and Data

Our empirical context is Stack Exchange, a network of online communities in a
question-and-answer format. Communities cover various interests including computer
programming, personal finance, or graphic design. According to Stack Exchange
statements, moderators are expected to be “patient and fair, led by example, show
respect for their fellow community members in their actions and words, are open to
some light but firm moderation to keep the community on track and resolve
(hopefully) uncommon disputes and exceptions”. Moderators are also expected to
contribute their expert knowledge to the community. On Stack Exchange,
moderatorship grants users both status and control. Moderators can exert control by
revising or deleting content as well as the warning or banning of users. Moderator
status is the highest status granted to users, which is publicly displayed next to a
user’s name in the form of a diamond symbol (#). With their status and control,
moderators can directly influence the success of a community.

Stack Exchange moderatorship is decided by a community election, which closely
mimics real-world democratic elections. Elections are held within individual
communities and usually take place once a year. A typical election consists of three
phases, nomination, primary, and final election. During the seven-day nomination
phase, users can propose candidates, also themselves. If a user gets nominated by
other users, the nominated user must accept the nomination before proceeding to the
subsequent phase. Nominees are required to write a short, freely editable summary of
why they might make a good community moderator. Most communities hold public
Q&As with nominees, during which candidates must publicly stand questions of other
users. Typical questions demand more details on the candidate’s availability per day,
reaction time, and prior experience, but also seek to challenge the user by showing
potential misbehaviors in the past. Examples of such questions include, “[...] you
have posted 5 questions on Meta (that still survive today), plus another 20 on
Meta.SE. Do you plan to become more active?”, “You recently hammer-closed a
question as a duplicate [...]. However, a long comment thread and disputatious edits
from OP followed your action, and the question is now reopened. How else might you
have handled the situation, in retrospect?”, “Based on my short encounter with you, I
doubt you'd be a good moderator”.

During primary, the top 30 nominees by reputation score advance to preliminary
community voting. Primary candidates are displayed in random order and votes are
public. Voters have one up or down vote per candidate. After 4 days, the top 10
candidates based on primary vote score proceed to the final election. The election
usually takes between two to three weeks. The election is based on a single
transferable vote system. Under this voting system, a voter has a single vote that is
initially allocated to their most preferred candidate. Once a candidate has more votes
than the quota, the candidate is elected. Throughout the counting procedure and as
candidates are elected, the vote is transferred according to the voter's preferences,
proportional to any surplus or discarded votes. During the election, candidates are
displayed in random order on the ballot to avoid “donkey voting” or strategic gaming.
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Intermediate voting results are not displayed. After the election, moderatorship is
granted for life.

The election setup has two features that allow us to overcome the outlined two-
stage selection bias and other inferential challenges. The first feature of our research
design is that it allows for causal inference by exploiting very close election outcomes
in a regression discontinuity design [18, 41]. In such a design, we compare the
behavior of users that closely won such an election with users that closely lost the
election. Such “close call” elections are akin to a random assignment of
moderatorship to users, the smaller the margin of votes. The identifying assumption
of a regression discontinuity (RD) design is that, in addition to candidate, community,
or time factors, there is some randomness that determines the outcome of a close
election. Intuitively, the difference between a user that is granted status with 50.1% of
the votes and a user that loses the election with 49.9% of the votes seems negligible
[18, 41]. Close call elections have been used as an identification strategy in various
studies in political science and economics [20, 42].

Stack Exchange held the first elections in December 2010. We identified all
elections held on Stack Exchange since then until January 2017 and collected the
published ballot data. The ballot data contained identifiers of the candidates and the
vote preferences they received, as well as descriptive information on the time, seats,
and quota of each election. In total, our sample includes 154 elections across 70
communities. Voter turnout in these elections ranged from 3% to 42%, with the
median election having a turnout of 13%. On average, 10,984 voters were eligible,
with 972 votes casted on average. On average, 6.54 candidates competed for 2.44
seats. Aside from one election in 2010, elections are almost uniformly distributed
over the years we consider. When inspecting the density function of vote shares, we
see that many observations are close to the cutoff (1), supporting the use of a RD
design in our context.

We matched ballot data with candidate-specific information provided directly by
Stack Exchange. This data included static demographics of candidates as well as their
posting, reputation, and editing behavior. To assess changes in candidate behavior, we
consider a post-election window of six months after the election. We stop observing
candidate behavior six months after the election to provide enough variance for our
estimations but also to avoid confounding events like preceding or succeeding
elections. Our final dataset contains 1,012 candidates. To assess pre-election
differences between candidates, we collect candidate-level data also until six months
before the election. Our sample covers elections in 70 communities. The communities
cover a wide range of topics, including various computer-related topics like operating
systems, databases, and programming but also mundane topics like cooking, home
improvement, photography, or music-making. On average, communities in our
sample listed more than 267,000 questions and 3.5 Mio answers contributed by
177,000 users. The average community in our sample has existed for 4.7 years and
held 2.1 elections over the observation period.

We measure candidate contributions in terms of the number of posts they
contribute (POSTS) and the word count of the posts (POSTLENGTH), the number of
upvotes casted (UPVOTES), and the number of downvotes casted (DOWNVOTES).
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We measure community members’ perceptions of moderators by their rating
behavior, in terms of the rating they give to a candidate’s questions (QUESTION
RATING), the rating of a candidate’s answers (ANSWER RATING), the number of
views for a candidate’s questions (QUESTION VIEWS), and the number of times a
candidate’s question is bookmarked (i.e., marked as favorite) by others
(BOOKMARKS). Table 1 describes the sample. Overall, the sample includes 1,012
candidates over the period from 2010 to 2017.

Table 1. Summary Statistics

Mean S.D. Min.  Max. P25  Median P75

1 Pposts 8.88 1946 0 164 0.00  2.00 8.00

2 Post length 895.89 89725 0 12186 0.00  787.38  1140.15
3 Log(Answers) 0.10 0.37 0 8 0.00 0.01 0.06

4 Log(Comments) 26545 79993 0 10354 0.00  0.00 192.25
5 Log(Bookmarks) 0.03 0.15 0 4 0.00  0.00 0.02

6 Post rating 0.14 0.52 0 10 0.00  0.01 0.08

7 Badges 46.54 19.34 0 87 17.00 50.00 62.00

8  Months since joined  18.91 30.03 0 429 0.00  10.00 23.00

For each candidate i, Y; ., denotes the outcome of interest in t+1, while share;, is
the “running variable” that determines treatment assignment. Candidates are assigned
to the treatment group (1) if their vote share in t exceeds the defined quota and
otherwise are assigned to the control group (0):

1 if share; > quota

W; = f(share;,) = { 1

0 if share; < quota

Gelman and Imbens [43] outline higher order polynomials as a potential source of
bias to RD estimates. Therefore, we fit second order polynomials. Following the
suggestions of Imbens and Lemieux [41] and Lee and Lemieux [19], we use a
triangular kernel. The robustness section shows that the choice of these parameters
matters little for our dataset, as the estimates remain comparable across various
parameter choices. Accordingly, we rely on the standard RD in the following form:

Yievo =a +8 Wi+ f (shareivt) + community; + €; 2)

In this equation, f(*) is the function of the vote share outlined above, share;, is
the continuous vote share, W; is an indicator of whether the candidate was
elected, community; controls for community-specific effects, and €; denotes the error
term. The coefficient of interest is 8, which gives the effect of being treated with
moderator status. In the model, we assume that W; is randomly distributed over
candidates near the cutoff c.
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4 Results

Direct effects. To assess the effects of moderatorship on the focal user, we
compare candidates who were closely elected as moderators (winners) to candidates
who closely lost at the ballots (losers). We therefore estimate equation (2) for
increasingly small bandwidths around the vote share cutoff. Table 2 reports estimates
of POSTS for close winners and losers for small bandwidths around the cutoff.
Columns (1) - (4) indicate that, for increasingly small bandwidths around the cutoff, a
consistently significant discontinuity in POSTS. The regressions estimate the increase
between 10.5 and 15.3 posts. Columns (5) — (8) report the discontinuity in POST
LENGTH. The models estimate an increase of POST LENGTH between 8.42 and
8.87 words per post. Taken together, both findings confirm what the above graphical
analysis indicated: moderatorship triggers a strong increase in content contributed to
the community, which stands in stark contrast to the suggestion that moderatorship
discourages contributions.

Spillover effects. The findings so far indicate that moderators contribute more
content. The natural follow-up question is whether these effects translate into greater
discourse and exchange among other community members. To assess such spillover
effects, we compare how community members react to a moderator’s posts and how
they participate in discussions initiated by a moderator. We would conclude in favor
of positive effects on community discourse, if we were to observe that other
community members contribute more posts as a response to a candidate’s content
(RESPONSES), if other members comment more actively the postings of moderators
(COMMENTS), and if other members perceive a candidate’s postings as more
valuable, in terms of bookmarking it more often (BOOKMARKS) or rating it higher
(RATING).

Table 2. Regression Discontinuity Estimates of Direct Moderatorship Effects

Posts Post length

)] ) 3 C)) 6) (6) @) (®)
Bandwidth  15% 125%  10% 7.5% 15%  125% 10%  7.5%
Elected 10.46" 123777 12,637 15327 842" 854 781 887

(3.76) (3.38)  (421) (4.84) (3.61) (3.80) (4.15) (4.42)
N 340 313 283 254 340 313 283 254

Note: *, ** *** indicate significance at the 5%, 1%, and .1% levels, respectively.

Data in Table 3 provides strong evidence in favor of such a spillover effect.
Columns (1) - (4) estimate that community members respond more actively to a
moderator’s postings. Columns (5) to (8) estimate that community members comment
a moderator’s posts more intensively, which appears less marked than the
discontinuity in RESPONSES. Columns (9) to (12) and columns (13) to (16) show
strong discontinuities in ratings by other community members. Users bookmark a
moderator’s postings more often and rate it more positively. In sum, the regressions
provide strong evidence for a spillover effect: moderatorship triggers a more desirable
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behavior of moderators, which has ripple effects on the contributions of other
community members.

Table 3. Regression Discontinuity Estimates of Spillover Moderatorship Effects

Responses Comments

M @ ) “) ®) (©) 0 ®)
Bandw. 15%  12.5%  10% 7.5% 15% 125%  10%  7.5%

sokeok

Elected 9.05™ 11.86 1323 11967 5.50° 688" 742" 6617
(3.46) (3.55)  (3.57) (3.30)  (2.19) (229) (225) (2.04)
N 340 313 283 254 340 313 283 254

Bookmarks (weighted) Post rating (weighted)

) (10) an (12) (13) (14) (15) (16)
Bandw. 15% 12.5%  10% 75%  15% 12.5%  10% 7.5%
Elected 13.53" 13.94™ 1279 10.06™ 29.68™ 31.99™" 3225™ 2836™

(4.12)  (4.16)  (4.04) (3.73) (9.27) (9.34)  (9.12)  (8.60)

N 340 313 283 254 340 313 283 254
Note: *, ** *** indicate significance at the 5%, 1%, and .1% levels, respectively.

Robustness and rival explanations. We run four substantial robustness checks,
which we can detail only shortly due to the space limitations. The RD approach in this
paper makes two identifying assumptions [18, 44]. First, candidates are balanced on
all covariates prior the election. Second, we do not find evidence that candidates are
able to manipulate election outcomes. Third, we assure that the effects are not driven
by losing candidates becoming alienated from a community as a result of the election.
Finally, we run placebo regressions in which we randomly distribute moderator
status—we do not observe significant effects, which supports the robustness of our
findings.

5 Discussion and Conclusion

This paper contributes to the ongoing debate on the design and effectiveness of online
community governance by providing new causal evidence about the effect of granting
community members decision-making rights over a community on their behavior. To
isolate the effects, we exploit the quasi-random assignment of moderatorship that
occurs in close-call elections of moderators on Stack Exchange, one of the largest
networks of online communities. We find that moderatorship catalyzes behavior
desirable for online communities. They contribute more content, and their
contributions are perceived as more helpful by community members. These lasting
effects are likely to result from the psychological effects of holding moderator status
within a community rather than resulting from newly granted instruments or
resources. Whom should a community appoint as moderators? The evidence here
identifies users with a below-median standing in a community to react strongest to
moderatorship. In this sense, moderatorship should not necessarily be seen as a
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“crown” that is bestowed as a finishing touch of a long-standing and well-established
community membership but rather as an “office” that should also be open to less-
established community members.

These findings have important implications for theory and policy design. First, the
finding runs counter to the paradigm that moderatorship inhibits or even demolishes
desirable user behavior. Instead, our findings support those who argue that
moderatorship acts as an important catalyst for even further, desirable contributions to
a community. Second, the findings demonstrate that moderatorship catalyzes user
behavior through psychological mechanisms rather than due to instruments and
resources that accompany such an appointment. This suggests that fostering the
psychological mechanisms of moderatorship—for example by praising the position
among community members, signaling moderatorship by badges or other means, and
creating high-awareness processes for moderatorship applications—might be
beneficial to realize the full gains from this form of self-governance. Third, the fact
that the effects of moderatorship are rather heterogeneous suggests that more work is
needed to better understand how the effects of moderatorship vary across users. We
hope that our study stimulates further research examining governance forms and
decision-makers in digital environments.
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Abstract. Crowd work has emerged as new pattern of digitally mediated
collaboration. In this paper, we focus on the determinants and effects of crowd
workers’ job satisfaction — a perspective that has been largely neglected by
current crowdsourcing research. We report results from a survey of 161 crowd
workers participating in crowdsourced software testing. Our research shows
that job satisfaction mediates the effects of monetary rewards, hedonic value,
and cognitive stimulation on the intention to participate in future testing tasks.
By contrast, factors of work context (i.e., flexibility and provided information)
have no effects. We contribute to the literature by unraveling job satisfaction as
causal mechanism influencing future participation. For practice, our results help
to design more effective tasks in crowd work.

Keywords: Crowdsourcing, Crowd Work, Job Satisfaction, Motivation.

1 Introduction

The rise of digitalization provides a shared new communication and collaboration
infrastructure. Further it enables crowdsourcing as an alternative system of
organizing. As one consequence, a novel form of digital work has emerged,; i.e. crowd
work. According to Durward et al. [1], crowd work reflects a digital form of gainful
employment based on the crowdsourcing idea in which an undefined mass of people
creates digital goods via an open call on IT-facilitated platforms. The potentials of
crowd work for an individual include the opportunity to generate an additional
income [2] on a full- or part-time-basis. Crowd work is gaining importance since the
number of platforms and crowd workers has been growing continuously. Thus, it is
not surprising that the World Bank estimates the total crowd work market to increase
from $4.8 billion in 2016 up to $25 billion by 2020 [3].

Despite this rather growing importance, research on crowd work is still in its
inception, in particular regarding the ones who perform the work, i.e. the crowd
workers. Most of prior research focused only on the business perspective and
analyzed underlying strategies, potential risks and benefits [e.g., 4] or incentive
mechanisms [e.g., 5] in crowd work projects. However, the perceptions of individual
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crowd workers are equally important and have been largely neglected in existing
research [6]. Since a balanced evaluation of crowd work requires multiple
perspectives of the involved stakeholders, we consider this to be a serious
shortcoming. Current research lacks sufficient insights particularly with respect to
issues that affect the behavior of crowd workers. One facet of experiencing work —
which has long been analyzed especially within organizational behavior, psychology
or ergonomics — has hitherto been completely neglected in crowd work contexts: i.e.,
job satisfaction. Hence, we intend to fill the outlined research gaps regarding the
individual perspective by addressing the following research question:

How do different motivations affect the job satisfaction of crowd workers?
Therefore, we address two issues with our study: First, we dissect factors that might
affect crowd workers’ job satisfaction (i.e. information provision; flexibility; hedonic
value; cognitive stimulation; monetary reward; career-related benefit) and second,
we analyze the relationship between job satisfaction and continuance intention.

2 Theoretical Background

2.1  Crowdsourcing and Crowd Work

According to Blohm et al. [7], the fundamental idea of crowdsourcing is that a
crowdsourcer (a company, an institution or a non-profit organization) proposes to an
undefined group of contributors or crowd workers (individuals, formal or informal
teams, other companies) the voluntary undertaking of a task presented in an open call.
In addition, the ensuing interaction process unfolds over IT-based platforms (i.e.
crowdsourcing intermediaries). Prior research has found important differences
between the notions of crowdsourcing and crowd work [e.g., 1, 2]. According to
Durward et al. [1] crowd work resembles a distinct type of labor that is located at the
intersection of digital work and gainful employment. While crowd work is always
paid, participation in crowdsourcing initiatives may have different motives and does
not necessarily require financial remuneration. Thus, from an individual’s
perspective, crowd work reflects a kind of digital gainful employment that is based on
crowdsourcing as organization principle.

In general, there are much less insights into individual crowd workers’
perspectives. In recent studies, some promising approaches focused on demographic
data [8] or environmental aspects [e.g., 6, 9]. In their qualitative study, Deng and
Joshi [6] found task characteristics and a digitally enabled environment to shape
crowd workers’ continued participation. We intend to join this stream and expand this
research by analyzing the perception of crowd work based on motivations and
examining its effects on the individual crowd worker in a quantitative study.

2.2 Job Satisfaction

Within the organizational behavior and psychology literature, job satisfaction plays a
significant role and is defined by various researchers, [e.g., 10] as an attitude of
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employees towards their work or as a positive emotional state that is caused during
the experiences at work. In IS context, researchers propose that satisfaction correlates
with attributes such as flexibility, empowerment or involvement [11]. Several studies
find empirical support for these attribute models of satisfaction in IS [12], and address
the essential questions of the elements that need to be focused on. Since these models
depend on which attributes are examined, they must be developed for every new kind
of IS artifact or aspect: i.e., crowd work.

Motivations are predominant constructs in analyzing satisfaction, since they act as
drivers, which impel individuals toward action [13]. On this basis, IS researchers
propose models that posit satisfaction as a response to judgments about goals and
their level of achievement [14]. This offers a practical basis for the motivation
concept, whose nature is not yet fully understood, and has been empirically supported
by studies in IS research [14].

Against this background, we address certain motivational dimensions to be
considered as antecedents of crowd workers” satisfaction. Further, according to Deng
and Joshi [6], we also include the work context as affecting environmental dimension.
Since crowd work represents a new form of digital gainful employment, we propose
an aggregate view by drawing on well-established perspectives in IS [e.g., 13, 14] to
analyze job satisfaction of crowd workers.

3 Research Model and Hypotheses Development

Drawing on motivation theories, we develop our research model to discover the black
box of certain effects on job satisfaction in crowd work initiatives. Figure 1 depicts
our research model, in which intrinsic and extrinsic motivation as well as the work
context positively affect crowd workers™ satisfaction and indirectly continuance
intention.
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Figure 1. Research Model
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3.1 Continuance Intention

Satisfaction is a positive emotion, which arises from an evaluation of an object or
activity and represents, particularly in IS research, a critical factor for understanding
users’ IS continuance or post-adoption behavior [15]. Besides, Sun et al. [16] notes
that satisfaction with prior task participation experience, directly effects the
continuous task participation of people in online working-context. Hence, we assume
that job satisfaction is positively associated with the crowd workers™ intention to work
for the crowdsourcing intermediary in the future.

- H1: Job satisfaction positively affects crowd workers’ continuance intention.

3.2  Work Context

A certain aspect of work environment includes the concept of user information
satisfaction that is defined as the extent to which users believe the information system
available to them meets their information requirements [17]. A study of Ang & Soh
[18] indicated that job satisfaction and user information satisfaction were highly
correlated. Due to the fact, that crowd work tasks are often processed independently,
this comprises informational requirements essential for task fulfilment. Hence, we
assume that contentment with the information provided has an influence on a crowd
workers” job satisfaction.

- H2: Information provision positively affects crowd workers’ job satisfaction.

Since the rise of new IT applications and communication networks the perceptions of
work have changed and made it possible to work at any location at any time [19].
Researchers found that this emerging flexibility or the access to flexible work
arrangements is, inter alia, associated with higher levels of job satisfaction and
engagement [e.g., 20]. Concerning crowd workers, this flexibility addresses the
opportunity of self-selection and freedoms in task processing. Therefore, we assume
that flexibility in this new work context is a relevant antecedent of satisfaction.

- H3: Flexibility positively affects crowd workers’ job satisfaction.

3.3 Intrinsic Motivation

Intrinsic motivation refers to the pleasure associated with the activity itself so that in
IS an intrinsically motivated user is driven by benefits that derive from the interaction
with the system per se [21]. In this regard, hedonic value in the field of IS specifies
the extent to which fun can be derived from using the system as such [22]. Due to the
freelance and voluntary nature of online work such as crowd work, particularly the
hedonic value by working on interesting tasks can satisfy individuals [23] and give
important insights regarding participation. Hence, in crowd work initiatives, it is
essential to analyze perceived enjoyment that satisfies crowd workers in a hedonic
intrinsic manner.

- H4: Hedonic value positively affects crowd workers’ job satisfaction.
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With their study on motivations in open source software projects, Lakhani and Wolf
[24] have identified, inter alia, the intellectual stimulation derived from writing code
as a main goal for participation. By processing splitted subtasks via the Internet and
perceiving cognitive challenges, particularly in collaboration-based initiatives, crowd
workers can also attain this intrinsic goal by participation. Hence, we assume that
cognitive stimulation of an individuals™ intellect is an essential goal of crowd workers
and can be an antecedent of their satisfaction.

-H5: Cognitive stimulation positively affects crowd workers’ job satisfaction.

3.4  Extrinsic motivation

Extrinsic motivation refers to the value an individual places on the ends of an action
and the probability of reaching these ends [25]. Here, the underlying motives result
directly from external stimuli that are perceived from the situational context.
Particularly financial rewards affect the perceived fairness and job satisfaction [26], in
almost any type of work arrangement. Although, the amount of compensation varies
greatly in crowd work, it tends to be a key motive of participating and needs to be
analyzed regarding satisfaction. Hence, we assume monetary reward to be a major
factor in crowd work context with significant influence on the crowd workers.

- H6: Monetary reward positively affects crowd workers’ job satisfaction.

Career decisions are related to specific jobs, and the attributes of the specific jobs can
exert strong influences on these decisions [27]. Within open source software
development, academic research has posited that external motivational factors in the
form of better job opportunities or career advancement are the main goals of effort
[24]. Career theories collectively provide a valuable framework for examining crowd
workers’ career pathway since they identify the critical work factors that drive the
individuals to become a crowd worker [27]. Thus, we examine whether potential
career advantages in crowd work initiatives are goals to be attained and further satisfy
the testers.

- H7: Career-related benefit positively affects crowd workers’ job satisfaction.

4 Research Method

4.1 Research Context and Data Collection

To empirically test our research model, we conducted a survey to collect data from
crowd workers on a crowdsourcing platform in Germany. For our study, we chose a
German start-up intermediary called testlO (https://test.io/de/) — former testcloud —
that offers software testing services for companies intending to partly or fully
outsource their testing activities to a certain crowd (in sum over 20,000 testers).
testlO’s crowd workers were informed about our survey via personal mails. For
motivating testOl’s crowd workers to take part in our study, we communicated to the
crowd that we would donate two euros at “betterplace.org” for a charitable project for
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each complete survey. A total of 161 crowd workers provided a fully completed
questionnaire.

In the following, we outline only some key characteristics of the sample: In the
sample of the 161 crowd workers, 69% are males, whereas 86% of the participants are
from Germany, 7% from India and 7% from other countries (Switzerland, Austria,
etc.). 66.7% of the interviewees have a higher education degree. The “average crowd
worker” of our sample is 34 years old, has about four and a half years of experience
with software testing and has been registered at testlO for about 7 months.

4.2 Measures

All scales used in our study were adapted from previous studies and modified to fit
these specific testing tasks in crowd work. We therefore had to modify the wordings
of the existing items and adjust them to the study context. We used a seven-point
Likert scale for all items. To measure hedonic value, we adapted the scale used by
Sun et al. [16]. Cognitive stimulation was measured using the scale provided by Ke
and Zhang [28]. Items to measure monetary reward were adapted from Spector [10],
whereas career-related benefits was measured with the scale used by Clary et al. [29].
Measures for information provision were adapted from Borg [30] and for flexibility
we adapted the scale used by Rimann and Udris [31]. Finally, for measuring job
satisfaction and continuance intention, we adapted the items provided by Lim [32].

5 Data Analysis and Results

5.1  Construct Validation

In order to confirm validity and reliability of our measures, we applied exploratory
and confirmatory factor analysis using SPSS 19 and SmartPLS 2.0 (cf. Table 1). The
Measure of Sampling Adequacy was 0.91, indicating excellent applicability of
exploratory factor analysis [33]. We extracted 8 factors that could be clearly
interpreted. Alphas of at least 0.831 suggest good reliability of factors. However, we
eliminated one item from our hedonic value scale as it did not load unambiguously on
one factor. In confirmatory factor analysis, Composite Reliabilities (CR) exceeded
values of 0.5, and the Average Variance Extracted (AVE) for each factor surpassed
0.5. Thus, convergent validity could be assumed [34]. According to Kline [35] factor
loading values higher than the threshold value of 0.5 are adequate. The discriminant
validity was checked by using the Fornell-Larcker criterion, which claims that the
square root of one factor’s AVE should be higher than its correlation with every other
factor [36]. Thus, discriminant validity could be assumed (cf. Table 2).
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Table 1. Exploratory and Confirmatory Factor Analysis

Factors Factor
MR CS CB IP FL ClI HV JS Loading
MR1 .888 .077 .110 .171 .133 .156 .132 .114 .931**
MR2  .872 141 .142 224 108 .121 .103 .172 .944**
MR3 .748 .203 .163 .181 .226 .245 .074 .115 .844*
MR4 683 .045 .170 .241 .136 .292 .166 .222 .862**
CS2 170 877 215 .107 .068 .098 .113 .183 .935**
CS1 138 .867 .162 .077 .164 .119 .171 .107 .954** 956 .878 .931
CS3 .054 818 .234 221 .162 .159 .090 .145 .924**
CB1  .123 .210 .878 .136 .165 .037 .013 .024 .909**
CB2 112 .282 .862 .135 .135 .011 .055 .138 .935** .942 .844 .908
CB3 221 .096 .787 .164 .144 .070 .134 .288 .911**
IP3 197 166 .182 .816 .201 .161 .059 .148 .909**
IP1 276 132 .137 .807 .235 .130 .053 .087 .918** .942 .843 .907
IP2 229 125 .153 796 .175 .152 .204 .142 .928**
FL1 103 .074 192 .147 .812 .133 .226 .074 .854*
FL2 178 .308 .173 .222 .737 .036 .123 .105 .872** .899 .747 .831
FL3 269 .083 .140 .306 .690 .214 .077 .171 .867**
Cl2 338 115 .129 .185 .047 .738 -.022 .270 .915**
Cl1 267 .163 -.052 .246 .251 .715 .347 .080 .824* 910 .772 .851
CI3 222 212 .036 .115 .172 .714 .425 .057 .895**
Hv3 116 .188 .130 .123 .160 .172 .856 .146 .911**
Hv1l 293 .179 .045 .153 .315 .309 .655 .203 .939**
JS3 262 245 263 .268 .128 .191 .145 .695 .904**
JS2 .288 .289 .375 .145 .256 .141 .163 .635 .914** 929 .813 .885
JS1 383 293 .127 .168 .163 .245 .325 594 .904**
EI0CN- 11 44 229 169 143 1.13 .900 686 .611
value
n=161;**p<0.01;*p<0.05
®MSA = 0.91; Bartlett-test of sphericity: y> = 1422.74, p = 0.000; principal
component analysis; varimax-rotation; The bold values indicate the attribution of the
\variables to one of the four factors.
MR = Monetary Reward, CS= Cognitive Stimulation; CB = Career-related Benefit,
IP = Information Provision, FL = Flexibility, CI = Continuance Intention, HV =
Hedonic Value, JS = Job Satisfaction, CR = Composite Reliability, AVE = Average
\Variance Extracted

Label CR AVE «

.948 .821 .851

.922 855 .832

As both the dependent and the independent variables were measured by means of a
survey, we carefully checked the extent of common method variance. First, we
applied Harman’s single factor test applying principal component analysis. This
approach suggests the occurrence of common method bias in case one factor accounts
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or the majority of variance of all included items [37]. In our case, one factor emerged
reflecting a considerable part of the covariance. However, as this factor did not
account for the majority of covariance, there is no indication of substantial common
method bias. Second, we inspected the correlation matrix (cf. Table 2). The highest
correlation is 0.674. The evidence of common method bias would have resulted in
extremely high correlations (>0.9) [38]. Finally, we followed the suggestions of
Lindell and Whitney [39] who propose to test for common method bias by assessing
the correlation between a theoretical unrelated construct (i.e. a marker variable) with
the principal study constructs. Common method bias can be assumed if these
correlations are substantial. We applied a modified test in which we assessed the
correlation between our study variables and a weakly related construct as we did not
measure completely unrelated constructs in order to economize on survey items [38].
In our case, we measured agreeableness as central personality trait of crowd workers
as these might reflect a central prerequisite for online collaboration. The highest
correlation between agreeableness and the other study constructs is -0.1 (n.s.)
indicating that our data does not suffer from substantial common method variance.

5.2  Hypotheses Test

We use Partial Least Square (PLS) analysis using SmartPLS 2.0 to test our research
model. We have chosen PLS as it does not require assumptions of normally
distributed data and works well for complex models even with smaller sample sizes
[40]. Table 2 contains correlations, means, and standard deviation of our central study
variables. We tested our hypotheses with 500 bootstrapping resamples and 161 cases.

Table 2. Descriptives and Correlations

Variable Min Max Mean SD (1) (2) (3) @) () ®) (7)) (8
(1) MR 1.0 7.0 4.7511.367 .906

(2 CS 10 7.0 4.9831.313.399" .937

(3) CB 10 7.0 3.8241.497 429" .501™.919

(4) IP 10 7.0 4.9901.372 .581".424™ 443™ 918

(5) FL 1.0 7.0 5.2171.245 517" .452™ .470™ 591" .864

(6) CI 1.0 7.0 5.6941.145.637".441™ .278" .526™ .500™ .879

(7) HV 1.0 7.0 5.6431.166 .669".606™ .594™ 579" 569" .612"".925

(8 JS 10 7.0 4.787 1.206 .507".462".330" .445™ .560™ .646™.606™ .902
n=161;,**p<0.01; *p<0.05

The bold values indicate the squared AVE for each factor for assessing discriminant
validity. MR = Monetary Reward, CS= Cognitive Stimulation; CB = Career-related
Benefit, IP = Information Provision, FL = Flexibility, Cl = Continuance Intention, HV
= Hedonic Value, JS = Job Satisfaction, SD = Standard Deviation

Applying PLS analysis, we found a positive and significant effect of job satisfaction
on continuance intention (f = .617, p < 0.01) supporting H1. Our work context
variables, information provision and flexibility had no statistically significant
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influence on job satisfaction such that we reject H2 and H3. Our data indicates that
hedonic value (B =.233, p <.01), cognitive stimulation (B = .217, p < .01), monetary
reward (B =.303, p <.01) und career-related benefits (B = .225, p <.01) are positively
and statistically significant associated with job satisfaction. Therefore, H4, H5, H6
and H7 are supported by our study as Figure 3 illustrates.
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Figure 2. PLS Analysis

6 Discussion

6.1  Theoretical Implications

In line with existing research, our study shows that crowd workers are not only
motivated by financial compensation, but also by non-financial motives [e.g., 8].
These results have important theoretical implications. First, our results show that
besides financial compensation other internal as well as external motivations seem to
be relevant to crowd workers. In line with Deng and Joshi [6] we found antecedences
of crowd workers satisfaction as well as continued participation. Second, besides
external motivation, we particularly extend prior research on internal motivation like
hedonic value [23] and cognitive stimulation [24], since we found these to satisfy
crowd workers in testing contexts as well. Thus, satisfaction and continuance
intention are invoked by hedonic value and cognitive stimulation crowd workers
experience while solving testing tasks. However, since crowd work resembles a
financially remunerated form of digital employment on a full- or part-time basis [1],
monetary rewards seems to have a major effect on crowd workers™ job satisfaction
and intention to take over tasks in future.
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Finally, our study contributes to the systematic design of tasks — a pivotal success
factor for the application of crowd work [7]. Neither, the systematic provision of
information about the task and its context, nor the flexibility of the work context had a
positive impact on job satisfaction or continuance intention. As a consequence, the
flexibility may rather reflect a hygiene factor mitigating dissatisfaction and central
prerequisite for participation, than an antecedent of job satisfaction. Similarly, our
results indicate that crowd workers™ needs of information in testing projects play a
tangential role. As a consequence, crowdsourcers may reduce the provision of
information to a minimum that is required for solving a given task without having to
fear negative consequences of unwanted information spillovers.

6.2  Practical Implications

The present study has significant practical implications. First, monetary reward tends
to be the most important factor on job satisfaction and continuance intention.
Although, compensation varies greatly the intermediaries should consider about
adequate payment models to their crowd to ensure further participation. There are
various ways to pay the crowd, inter alia, fixed fee or revenue participation in the
subsequent product. In addition, the career prospects tend to be an important extrinsic
motivation that affects the crowd workers’ job satisfaction and continuance intention.
Hence, it could be essential to the intermediaries to invest in the professional future of
their crowd. Further education and career opportunities can be realized, inter alia, by
training programs or recruitment options. There is practical evidence by platforms,
which already offer their crowd career opportunities. After they have worked
successfully on several projects, the crowd workers can qualify for positions in
quality control or as a consultant on the platform. Hence, a sort of crowd-recruitment
arises that deserves future attention in practice and should be institutionalized.

7 Conclusion

Given the lack of empirical research on crowd workers’ perspective, our primary
objective was to achieve a better understanding of the factors that affect crowd
workers’ job satisfaction. Based on prior literature, we develop and test a research
model that has both theoretical and practical contributions. Theoretically, this study
introduces motivational constructs and their impact on job satisfaction and further
continuance intention. Practically, our study contributes several guidelines for
crowdsourcing intermediaries, especially in the field of software testing. However, we
also recognize that our research has some limitations since the survey exclusively
focused only on the testlO platform, mainly on German crowd workers and include
only one survey. Thus, these facts are limiting the generalizability of our results with
regard to other nationalities, cultures and platforms.

In conclusion, our study considered crowd work to be a new facet of digital gainful
employment that deserves future theoretical and practical attention.
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Abstract. Over the last decades, advances in IT have changed markets and
businesses. Companies that were unable to adopt have vanished. In most
businesses, the best strategy for keeping a competitive advantage is to innovate
at a faster pace than rival organizations. This requires a systematic approach to
innovation that is tailored to the individual situation of a company. In order to
improve the speed and quality of their innovation process on an organizational
level, companies can incorporate IT solutions such as electronic brainstorming
that support the creativity of their employees on a group and individual level. The
aim of this study is to investigate the current state of research in the IS literature
regarding technology supported creativity. We have conceptualized the topic into
individual research strands. For each research strand, we present theoretical
models, their alignment with empirical findings and an agenda for future
research.

Keywords: creativity, support systems, literature review, creativity techniques

1 Introduction

The starting point of every innovation is an idea. However, initial ideas rarely emerge
fully formed from an innovative employee’s head. Usually it needs to be shaped and
modified significantly in order to be fleshed out into a successful business plan [1].
Therefore, working in a team on challenges with no obvious solution is very common
in organizations that innovate. Ideas about products, practices, services, or procedures
are considered creative when they are (a) novel or original and (b) potentially useful to
the organization [2].

Many innovation methods and frameworks such as Design Thinking or Lean Startup
promote interdisciplinary team collaboration and have become popular over the last
years [3]. They make use of creativity techniques such as brainstorming or De Bono’s
six thinking hats. However, most of these approaches rely on hand written interactions
techniques such as post-its and collaborating in face to face (f2f) sessions and make
little use of technology for communication or stimulating group creativity.

Group work on topics with high uncertainty can be classified into divergent phases,
in which ideas are generated and convergent phases that are focused on making
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decisions. Typically, divergent and convergent phases are used iteratively to first
generate and then select the best ideas [4].

Many information systems exist that hold the potential for supporting groups in these
phases, such as group support systems (GSS), creativity support systems (CSS),
decision support systems (DSS) or knowledge management systems (KMS) [5-8].

Although many such tools are already available on the market, a significant gap still
exists between those products and the creative process that they are supposed to support
[9]. Therefore, Gabriel et al call for a an re-examination of the entire creative process
to understand and fulfill real needs [10].

In order to start this endeavor we have conducted a literature review focused on
theoretical and empirical findings within this field. Our research contributes to theory
by providing an overview of existing theoretical knowledge on supporting creativity
with technology in form of a conceptual framework. Furthermore, we identify several
research gaps and lay out a research agenda for future research.

Our literature review is structured in the following manner: Within the next section,
we describe the design of our literature review, focusing on selection of appropriate
journals, conferences and articles. Then we describe our procedure of coding the
selected articles and identification of main research themes. Next, we provide an
overview of each theme and develop a conceptual framework integrating the themes.
Finally, our review gives a short conclusion and implications for future work.

2 Design of the literature review

The intention of this study is to investigate the current state of research in the IS
literature regarding technology for support of creative work and to identify research

gaps.

Table 1. Review Scope

Characteristic Categories

1 focus research research methods theories applications
outcomes

2 goal integration criticism central issue

3 | organization historical conceptual methodological

perspective neutral espousal of position
representation

5 audience specialized general scholars | practictioners | general public
scholars

6 coverage exhaustive exhaustive & representative | central/pivotal

selective

We therefore conducted a systematic literature review following the five steps of vom
Brocke et al. [11]: Definition of the Review Scope (1), Conceptualization of the Topic
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(2), Literature Search (3), Literature Analysis and Synthesis (4) and Derivation of a
Research Agenda (5). To increase the comprehensiveness of our literature review, we
discuss the Research Agenda directly within each result section as described by Miiller-
Bloch et al. [12].

In the first step, we clarified the scope (1) of our research according to Cooper’s [13]
taxonomy (depicted in Table 1): We decided to carry out a conceptual literature review,
taking a neutral perspective, in order to integrate research outcomes and theories of how
technology can support creativity by reviewing journals from high quality IS journals.
The paper is intended for specialized scholars and may be considered representative for
the IS domain.

Secondly, we conceptualized the topic (2) following Rowley and Slack’s method
[14]. We started by conducting a brief search for relevant literature in leading journals
and books. Therefore, we read several books about creativity techniques and related
topics such as design thinking, lean startup and innovation management to get a general
understanding of the topic and to derive relevant search terms. Next, we started
conceptualizing the topic and decided which concepts from it were relevant to our
research topic. The result of the conceptualization is our conceptual framework, which
is described in-depth in the next section. Throughout the process of forming the
conceptual framework, we iteratively reviewed literature and developed a list of search
terms we found relevant to our topic.

Thirdly, we conducted the literature review (3) as described by vom Brocke [11].
We chose to include only articles from peer-reviewed high-quality IS-journals.
Therefore we searched in all journals ranked B or higher in the vhb-jourqual3. In order
to find relevant articles we used the Scopus database. We limited the search to the
ISSNs of the selected journals and included all articles that contained one of following
search terms in the title or abstract:

"triz", "brainstorming", "creativity technique", "creativity techniques", "disney

nn " "

method", "six thinking hats", "creativity support system", "brain writing", "creative
problem solving", "group decision support system", "collaborative creativity", "mind
mapping”, "quality function development", "axiomatic design", "lateral thinking",
“kansei engineering", "open innovation", "group support system”.

In order to find current research gaps, we limited the search to articles published
from the 1st of January 2006 until the 2nd of April 2017. Our search yielded 140 hits.
Next we determined which articles were relevant to our review. We only included
articles that reported research on a) how a group of people could be supported in the
process of generating, refining or documenting ideas by the use of information
technology. Moreover, the reported research needed to be b) focused on the individual
or group level and not on an organizational level. Finally, c) we excluded articles that
were limited to an application domain and thus not appropriate to contribute to theory.
We screened title, abstract and if necessary full text of the articles in order to identify
all articles relevant to our topic. As a result of the screening for relevance 36 articles

remained in the further process of the literature review.
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3 Findings

In this section we describe our conceptual framework (Table 2) and discuss existing
research, theoretical knowledge and research gaps within each theme.

Table 2. Conceptual Framework

Concept Type
N Q

5 :Q s | § S g S

S~ 3 8 5 S S 3 3

s X s g S 3 S S 3

] 8 s = s ] ] os

S 8 2 = s, 3, g % 3

S L R

Citation
(Ackermann et al. 2016) [15] X X
(Althuizen/Reichel 2016) [8] X X X
(Wong et al. 2016) [16] X X X
(Tegarden et al. 2016) [17] X X X X
(Figl/Recker 2016) [18] X X
(Alvarez Carrillo et al. 2015) [6] X X
(Ducassé/Cellier 2014) [19] X X
(Jongsawat/Premchaiswadi 2014) X X
(Chen et al. 2014) [22] X X X
(Althuizen/Wierenga 2014) [4] X X X X
(Eden/Ackermann 2014) [23] X X X
(Marett/George 2013) [24] X X
(Dennis et al. 2013) [25] X X
(Bartelt et al. 2013) [26] X X
(Javadi et al. 2013) [27] X X
(Kolfschoten/Brazier 2013) [28] X X
(Reinig/Briggs 2013) [29] X X X X
(Voigt et al. 2013) [30] X X X
(Miiller-Wienbergen et al. 2011) [31] X X X
(Ackermann/Eden 2011) [32] X X X X
(Ferreira et al. 2011) [33] X X
(Kuo/Yin 2011) [7] X X X X
(Barkhi/Kao 2011) [5] X X
(Haines/Cheney Mann 2011) [34] X X X
(Alnuaimi et al. 2010) [35] X X
(Barkhi/Kao 2010) [36] X X
(Briggs/Reinig 2010) [37] X X X X X
(Paul/Nazareth 2010) [38] X X X
(Hahn/Wang 2009) [39] X X X
(Cooper/Haines 2008) [40] X X X
(Lim/Guo 2008) [41] X X
(Reinig/Briggs 2008) [42] X X
(Chen et al. 2007) [43] X X X
(Reinig et al. 2007) [44] X X
(Shirani 2006) [45] X X X
(Heninger et al. 2006) [46] X
z 4 8 16 12 11 24 21
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3.1 Evaluation of ideas

Since our study focuses on creative problem solving contexts with high uncertainty,
the main unit of analysis for group and individual performance is the ideas that emerge
from a creative problem solving session. Several metrics for idea evaluation are in use,
such as idea-count, sum-of-quality, average-quality, and good-idea-count [29].
Researchers use these metrics to evaluate the efficacy of interventions targeted at
improving the creativity of proposed solutions to a given problem. Despite the central
role idea evaluation methods pose for creativity research, we identified very little
discussion on the validity of the mentioned metrics. Only four studies evaluated the
quality of idea evaluation methods and were all written by Reinig & Briggs. Moreover,
their research is focused on ideas that stem from diverging phases.

Throughout their research, Reinig & Briggs theorize that only idea quality is a
reliable measure to evaluate ideas. Moreover, they find that idea quantity is a poor
surrogate for idea quality [29]. They also present theoretical reasoning which questions
Osborn’s conjecture that quantity of ideas will lead to high quality ideas [37]. They
argue, that there may only be a limited amount of good solutions to a problem (limited
solution space) and that humans are subject to cognitive inertia. Cognitive inertia occurs
when people focus on a subset of concepts and have difficulties activating additional
concepts from their long-term memory, making new ideas more and more similar to
previous ideas.

Discussion and future research

So far, no standard metric has emerged to evaluate the outcome of creative problem
solving sessions. The studies in our literature review used a variety of dependent
variables, making it difficult to compare their findings. Quantity of ideas is far easier
to measure than idea quality. Therefore, many studies include it as a dependent variable.
Reinig & Briggs and Osborn provide contradictory theoretical arguments on the
validity of idea quantity as a quality measure, whereas idea quality is an accepted
measure within the research community. Empirical future research is needed to answer,
whether quantity leads to quality. Another area for future research is to develop more
efficient and robust methods to evaluate idea quality and decision quality.

3.2 Creativity improving interventions

In total, we found eight studies that tested interventions, which influenced the
creativity of groups or individuals. The main contributors to theory on this topic are
Reinig & Briggs and Althuizen et al. [4, 8, 29, 37, 42, 44, 47].

On a group level, Reinig & Briggs propose their own theory called Bounded Ideation
Theory (BIT) [37]. BIT states that ideation team member’s ability, understanding of the
task, scarcity of attention resources, mental and physical exhaustion, goal congruence
and the openness of the solution space predict the ratio of good ideas to total ideas.
Findings from Barkhi et al.’s support BIT’s proposition that understanding of the task
improves group decision-making performance. On the other hand, they found that
psychological safety leads to better performance, which is not modeled by BIT [5].
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Althuizen et al. focus more on how the creativity of individuals can be increased [4,
8]. They found stimuli providers helped individuals create more novel and useful ideas
than mind mappers or process guides [8]. To explicate their findings they draw upon
the dual pathway to creativity theory [8]. This theory posits, that in order to find more
novel solutions to a problem, individuals need to be stimulated either to be more
persistent in the exploration of their knowledge base (persistence) or to search within a
broader range of categories (flexibility).

However, creativity support systems are only effective if they take the creative
ability of the individual into account and provide a sufficiently large and diverse set of
cases that are closely linked to the problem at hand [8]. Moreover, creativity support
systems are not likely to help highly creative individuals [4]. Achievement priming and
creative problem solving training was successfully employed to generate a higher
quantity and quality of ideas of groups [26, 43], whereas priming techniques which
were known to be effective for idea generation were not effective in the same form for
decision making [26].

Discussion and future research

Important topics for future research would be to explicate what factors influence the
creative performance on a group level. BIT proposes several moderating constructs. An
empirical measurement of their effect size could help to direct future research.
Moreover, research is needed to explain how priming, creativity techniques and stimuli
providers on the individual level effect outcomes on a team level. Further investigation
of the optimal level of remoteness of stimuli to the target problem could help to
effectively stimulate creativity. Finally, future research could develop and test other
priming techniques to achieve better outcomes in decision processes.

3.3  Group communication

We differentiate three types of communication that can occur in the context of
technology supported creativity: Face to face (f2f), distributed-synchronous and
asynchronous communication [22]. In total, sixteen studies investigated the influence
of communication on the creative process.

Asynchronous communication helps users to respond in a more measured and
thoughtful way if they have time to process statements [15]. Users typically perform
the same tasks in asynchronous communication as in f2f meetings. E.g. people that
usually summarized contributions of others continue to do so in Computer Mediated
Communication (CMC) [32]. Furthermore, individuals that usually dominated f2f
meetings through rhetoric and charisma have less influence in CMC.

Text-based asynchronous interaction benefits those that have high levels of
computer literacy [21, 32]. Furthermore, participants in synchronous text-based
meetings typically wish to express their own point of view before focusing on the
contributions of other group members [32]. Moreover, individuals often fail to process
information they receive in text communication while concentrating on contributing to
the discussion, due to an effect called dual-task interference [7, 46]. The resulting text
from asynchronous communication can provide a group memory that can be revisited
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at a later point in time [21]. The presence of such documentation can lead to enhanced
decision making, project awareness, collaboration and decision consent [22].

F2f groups tend to discuss information that is known to all members of the group
before focusing on unshared information, whereas unshared information is discussed
earlier in asynchronous text-based communication [45]. F2f communication via video
conferencing or co-location is more efficient than distributed asynchronous
communication for decision making [6, 21, 22, 36, 48, 49]. Moreover, individual
decision-making performance depends on individual group member’s perceived level
of psychological safety, psychological meaningfulness and their understanding of the
decision goal [5].

The motives underlying individual group member behaviors (insight awareness) are
key to increasing decision quality and consensus. Greater insight awareness is obtained
when individuals are able to track and characterize other individual’s behaviors
(behavior awareness). Behavior awareness depends on an individual’s ability to
identify and distinguish among the different individuals within the group [34, 40]. On
the other hand, behavior awareness increases individual’s conformity and perception of
dispensability. This in turn decreases participation and perceived consensus in teams
[34]. Interestingly, these findings seem to align with Alnunaimi’s theoretical model of
social loafing [35]. Furthermore, Jongsawat & Premchaiswadi found that group
awareness information had a positive influence on the work effort on a given task and
the quality of collaborative work [21].

Lies and deceptive statements occur more often in (CMC) than in f2f meetings.
However, lies and deceptions have significantly more success in influencing group
decisions in f2f meetings [24]. Finally, social loafing and free riding occur more often
in CMC than in f2f meetings and hinder team productivity [35, 37].

Several theories have been used to explicate findings on group communications.
Focus Theory assumes that communication, information access and deliberation are
needed for groups to be productive. If individuals need to allocate more attention
resources to one of the three processes, the other two are neglected [22]. This theory
would explain the dual task-interference described by Heninger et al. Alnuaimi et al.
build on the theory of moral disengagement to explain social loafing and its effects in
on team productivity [35]. They found that social loafing occurs more often in big and
dispersed teams. In bigger teams members feel less responsible for outcomes, attribute
blame on other team members more often and dehumanize team members. Team
dispersion also strongly contributes to the dehumanization of team members. The result
is increased social loafing and less team productivity.

Discussion and future research

Future research could develop frameworks that help decide under which
circumstances which type of communication is optimal for group creativity. Moreover,
research on how dehumanization, diffusion of responsibility and attribution of blame
in large distributed teams can be prevented is needed. Since dual-task interference
during group communication negatively influences decision quality, future research
could develop and test counteractive measures and research if dual-task interference
also occurs in diverging phases. Many articles mention the advantages the use of mobile
ICT could have for group communication [16]. However, none of the articles in our
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study report scenarios in which mobile ICT has been tested for creative problem
solving.

There has been very little research focused on the behavior and speech of participants
in technology supported creative processes. Interesting topics for research could
include the analysis of cognitive load, stress level or body language. Knowing under
which circumstances individuals experience cognitive load could help to empirically
evaluate theories such as BIT, Focus Theory or idea integration.

Finally, since the findings of Haines et al. on behavioral awareness resemble those
of Alnuaimi’s findings on moral disengagement and social loafing future research could
investigate whether those two theories are taking two perspectives on the same
phenomenon.

3.4  The role of knowledge

We found twelve studies that discussed the role or representation of knowledge in
technology supported creative processes. According to the dual pathway to creativity
theory, creativity is tightly intertwined with knowledge, since ideas stem from the
knowledge base of individuals [8, 31]. Therefore, measures that support individuals to
search their knowledge base can be helpful. However, providing knowledge that is too
remote to the problem at hand may be counterproductive [4]. Furthermore, knowledge
should be presented differently in convergent and divergent phases. In convergent
phases Knowledge Management Systems (KMS) that connect information seekers and
specific answer providers are more efficient, whereas in divergent phases it is more
important to bring together individuals with similar interests [39]. Moreover, when
large amounts of information need to be processed, the team perceives time pressure,
the information is complex or multiple criteria need to be considered, information
overload can occur during decision making [19, 28, 38]. Regarding the representation
of knowledge, Figl & Recker found that visual models helped participants to generate
more appropriate ideas than text [18].

Information overload can also occur during idea integration in diverging phases
when ideas need to be clustered or combined. Idea integration and existing knowledge
can also limit the original creativity due to cognitive bias [27, 29, 31, 33]. On the other
hand idea integration is a central mechanism for the inclusion of knowledge from other
team members [27].

Discussion and future research

Future research could investigate methods of reducing cognitive load while searching
the own knowledge base or integrating knowledge from other sources. Moreover, since
too much knowledge can also have a detrimental effect on creativity, further
investigation of the right amount and scope of knowledge necessary for sparking
creative solutions is important.

3.5 Role of Anonymity

We found eleven studies that theorized on the use of anonymity in creative processes
supported by ICT. Anonymity generally separates a person from their contribution,
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such that contributions can be evaluated by their merit and not by who voiced them [15,
32, 41]. Moreover, anonymity allows things to be said that could not be said otherwise
[15], leads to blunter statements [23] and more controversial ideas like “tattoo AIDS
victims to ID them” [29]. Anonymous brainstorming groups generate a larger quantity
of unique ideas but of the same quality as non-anonymous ones [29].

Furthermore, Briggs & Reinig found that anonymity decreases evaluation
apprehension [37]. Evaluation apprehension is the fear of receiving retribution from
peers or superiors for submitting an unpopular idea. Anonymity also reduces the
uncertainty of minorities and helps them voice unpopular opinions [41]. Therefore, it
can be used to flatten hierarchies and to develop ideas in a non-power based manner,
which also works for a more objective evaluation of ideas [17].

Finally, anonymity can be provided with or without the use of nicknames. Not being
able to differentiate which individual voiced a comment can be confusing for users [22,
34] and can lead to coordination problems during consensus tasks, because users do not
know who holds which opinion. This effect decreases group influence, whereas when
nicknames are provided and users can identify which individual holds which opinion,
the group influence is increased [34].

Discussion and future research

The advantages and limitations of anonymity and the different forms of group
communication have been researched to a certain degree. However, no theory has been
tested or developed to explain the findings. A framework that explains under which
circumstances anonymity is beneficial would be helpful.

4 Conclusion

In this article, we investigated the current state of the scientific literature about
technology for supporting creative processes in the IS literature. We find that the IS
field has focused on supporting creativity via group support systems, creativity support
systems, decision support systems and knowledge management systems.

We have identified several research strands in the literature about these systems:
Quick and correct assessment of ideas, measures that improve the creativity of groups
and individuals, the influence of the different types of group communication, the role
of knowledge and how it is presented to groups and individuals, the behavior of team
members and the effects of anonymous communication. Future work in the field of
technology supported creativity could target the research gaps we have identified within
the individual research strands.

Even though an abundance creativity techniques such as de bono’s six thinking hats,
mind mapping or TRIZ have been used for more than 20 years, very few of the articles
in our literature review reported scenarios in which technology supported versions of
such techniques were employed. Brainstorming seems to be the only creativity
technique of major interest in the IS literature.

Finally, research on creativity is vast and scattered among many disciplines such as
neuroscience, cognitive science, sociology or economics. Our study is only limited to
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what has been researched in the field of Information Systems. Comparing the findings
from other disciplines with ours could lead to a fruitful discussion.
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Abstract. Over the last years, research on benefits and success measurement of
Enterprise Social Software (ESS) has gained momentum. Literature reviews in
this topic area discuss methods for measuring ESS success and benefits and
demonstrate that Social Collaboration Analytics is gaining increasing importance
in the context of benefits research for ESS. This paper provides an overview of
the literature on Social Collaboration Analytics for ESS. The selected literature
can be categorised in seven key themes: measuring system usage, identification
of usage patterns, identification of types of users, analysis of groups,
identification of expertise, network analysis and organisational impacts. The
paper concludes with a discussion of the importance of Social Collaboration
Analytics for other relevant research streams.

Keywords: Enterprise Social Software, Enterprise Social Network, Data
Analytics, Social Collaboration Analytics.

1 Introduction

Over the last